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Abstract

The thesis alleviates research gaps in multi-document summarization (MDS) by investigating
how to integrate information from both ideational and opinionated sources.

For ideational sources such as news articles, we construct heterogeneous graphs to
capture relationships among source documents. To incorporate the heterogeneous graph
representations into pre-trained language models (PLMs), we propose a multi-task training
framework with objectives for heterogeneous graph compression and text summarization.
Our model achieves the state-of-the-art performances on widely-used datasets.

For opinionated sources such as product reviews, we introduce a challenging new bench-
mark derived from scientific reviews, characterized by explicit and complex inter-document
relationships. To model these relationships, we design a baseline model that incorporates
the conversational structure by manipulating Transformer attention mechanisms. Experi-
mental results show that this simple baseline significantly outperforms other strong models.
Manual analysis on the generated meta-reviews further reveals that most models cannot
recognize and resolve conflicts in reviews, highlighting a promising direction for future
research. In addition, we propose an aspect-aware opinion consolidation framework, inspired
by strategies employed by human meta-reviewers, to enhance the quality and transparency
of summarization models. Experiments demonstrate that prompting with this framework
produces better meta-reviews than other competitive prompting approaches.

We further investigate decomposing the summarization process across domains by lever-
aging underlying aspects in opinion summarization (e.g., price and cleanliness for hotels),
and examine how this decomposition framework can improve both summary quality and eval-

uation. Experimental results show that this approach produces higher-quality meta-reviews



vi

in most domains, with greater aspect coverage and more faithful generations than strong
baselines, while remaining competitive with our prior approach in the scientific domain.
Moreover, the framework generates intermediate steps that assist human meta-reviewers in
producing better reviews more efficiently. Overall, this work demonstrates that incorporating
reasoning traces into prompting enhances the effectiveness of large language models (LLMs)

in MDS.
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Chapter 1

Introduction

Text summarization is the task of enabling computers to automatically produce a shorter
version of a text while preserving the most salient information from the original (El-Kassas
et al., 2021a; Lin and Ng, 2019). It has been a popular research area of natural language
generation (NLG) and natural language processing (NLP) (Jurafsky and Martin, 2025). With
vast amounts of texts generated daily across domains such as news, scientific research, and
social media, text summarization can help address the growing challenge of information
overload for humans in the digital age by automatically distilling key information into concise
summaries. Because summaries enable us to quickly grasp the main content from lengthy
or complex texts, text summarization could enhance the time efficiency for us to process
information. For example, if computers could generate summaries for news articles (Fabbri
et al., 2019), scientific papers (Lu et al., 2020), or even medical record documents (Jain et al.,
2022), it would save time for readers to stay informed about world events, for researchers to
understand others’ research, and for doctors to quickly grasp patients’ medical histories.
The input of text summarization could be a single document or multiple documents. Based
on the number of input documents, text summarization is typically categorized into single-
document summarization (SDS) and multi-document summarization (MDS), as illustrated
in Fig. 1.1. MDS generates the summary for a cluster of documents, while SDS produces
the summary only for a single document. For example, MDS can generate a summary

for multiple news articles to provide an overview of an event from various sources, while
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Multi-Document Summarization (MDS) Single-Document Summarization (SDS)

Fig. 1.1 The difference between multi-document summarization and single-document sum-
marization.

SDS can summarize a single book to serve as a brief introduction. MDS is arguably
more challenging than SDS because MDS requires the capability to correlate and integrate
information drawn from multiple sources (Radev, 2000; Radev and McKeown, 1998). The
multi-source information from different documents may have complex relationships (Radev,
2000). For example, the news articles may contradict, complement, or repeat each other.
MDS must consider these relationships to properly integrate the multi-source documents.
The input length of multiple documents is also generally longer and MDS systems will
need to handle that. While text summarization has mostly focused on SDS (El-Kassas et al.,
2021b), this thesis focuses to advance the development of MDS.

Various computational models have been developed to enable computers to perform auto-
matic summarization. Depending on how the summaries are generated, text summarization
can be further classified as either abstractive or extractive. Abstractive models generate
summaries using words or expressions that may not appear in the original source documents,
whereas extractive models selects and reuses sentences directly from the input. Although
extractive models are simpler to build, their outputs are often lengthy, redundant, and less
coherent, leading to a poor reading experience (Ma et al., 2020). In contrast, human-written
summaries are inherently abstractive, as they typically paraphrase content and include words

or expressions not found in the original text. As a result, abstractive text summarization
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more closely mirrors human summarization behaviours, but it demands more advanced

natural language understanding and generation capabilities. This thesis focuses on abstractive

summarization. In this thesis MDS refers to abstractive summarization, unless specified.
We will now introduce the critical research challenges for MDS in Section 1.1 and

research questions that this thesis focuses on in Section 1.2.

1.1 Research Challenges

The development of computational models for automatic text summarization relies on bench-
mark datasets, effective modelling techniques, and reliable evaluation metrics, in line with
the data-driven learning paradigm for artificial intelligence (Al) (Jurafsky and Martin, 2025).
However, multi-document summarization (MDS) remains a challenging task due to the
scarcity of high-quality benchmark datasets, the limitations of current modelling techniques,

and the inadequacy of existing evaluation metrics.

1.1.1 Flawed Benchmark Datasets

The development of modern text summarization models relies on labelled benchmark data
with human-written summaries in both training and evaluation (Fabbri et al., 2021; Lewis
et al., 2020; Zhang et al., 2020a). However, there are few high-quality datasets with human-
written summaries (Ma et al., 2020). This is because constructing MDS datasets with
human-written summaries is time-consuming and labour-intensive. Input documents are
usually long on their own and we have limited processing speed and working memory to
understand the complex inter-document relationships (Baddeley, 2003; Deary et al., 2010).
Writing summaries for multiple documents may also requires domain expertise, which
makes it costly. Most existing MDS datasets tend to favour extractive models because
most words or phrases in the ground truth summary are directly extracted from the input
documents (Ma et al., 2020). Although the emergence of large language models (LLMs)
has changed the training paradigm of summarisation models (in that it is now possible to

build summarisation models that doesn’t require extensive training) (Zhang et al., 2024a),
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we still need human-written summaries to evaluate the model performances. Lastly, even in
MDS datasets that have ground truth summaries, they do not provide explicit cross-document
relationships such as conflicts among input documents which is essential to investigate how
well summarization models process these different relationships and integrate information
across the documents (Fabbri et al., 2019; Ghalandari et al., 2020). Therefore, this motivates
the construction of high-quality MDS datasets with human-written summaries and rich

cross-document relationships.

1.1.2 Limited Modelling Techniques

To generate a summary of multiple documents, summarization models have to learn to
correlate and integrate information from multiple sources (Ma et al., 2020). It is challenging
to model multi-document inputs mainly for two reasons. One reason is that the input
documents are usually long, so it poses a challenge to summarization models (Fabbri et al.,
2019; Ghalandari et al., 2020). Most summarization models model the input documents by
concatenating them into a long text sequence (Beltagy et al., 2020; Guo et al., 2022; Zhang
et al., 2024a). However, such format is not ideal as structural information within and between
documents are lost. Because the input is long, MDS will also need to model long-range
dependencies in the input documents. However, modelling long-range dependencies in texts
is a long-standing challenge (Jurafsky and Martin, 2025). The Transformer architecture, as
the backbone of all current summarization models, can theoretically capture any dependencies
in a long text as it can directly connect any two words in the input text sequence with the
self-attention mechanism. However, in practice, the ability of Transformer-based models to
retain and use relevant information from far-off words can degrade because of the attention
dilution problem (Kitaev et al., 2020).

The other reason is that integration of multiple documents requires understanding of
complex cross-document relationships (Radev, 2000). For example, any two input documents
may contradict or complement each other. The generated summary can be grounded in the in-
put documents only if the summarisation models can accurately capture these cross-document

relationships. Otherwise, the generated summary may not be faithful (i.e., summaries are
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not consistent with the content in input documents). Although a number of approaches have
been developed to better model multi-document inputs, it remains unclear how effectively
they capture different cross-document relationships because they lack transparency in terms
of their decision making processes. Ultimately, this means it is difficult to understand how
cross-document information is integrated during summary generation (Ma et al., 2020; Xiao

et al., 2022).

1.1.3 Suboptimal Evaluation Metrics

The quality of model-generated summaries is typically assessed with automatic evaluation
metrics. Although various evaluation metrics have been developed, it is still challenging to
accurately assess the summary quality for several reasons (Gehrmann et al., 2023a). Firstly,
standard evaluation paradigm typically assumes a human-written summary as the sole ground
truth, even though in practice there may be different ways we can summarise the documents.
For example, the salient information of the input documents may vary for different users.
Evaluation based on a single ground truth as such is flawed. Secondly, putting the issue
of multiple ground truths aside, evaluation metrics must be able to effectively measure the
semantic similarity between the human-written summary and the model-generated summary.
This is because the ground truth summary may be paraphrased in different ways, and
the evaluation should assess the semantic difference rather than relying on surface-form
comparison, e.g., ROUGE (Lin and Hovy, 2003). That is, the generated summary may have
the same meaning but use different words or phrases compared with the human-written
summary, and an ideal evaluation metric should recognize that it is a good summary. Lastly,
an ideal summarization system should not only generate plausible summaries but also
justification for them. As such, evaluation metrics for MDS should assess not only the
quality of the generated summary, but also how the model generates the summary from
multiple documents. However, most existing metrics assess only the final summaries without

accounting for the generation process.
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1.2 Research Questions and Contributions

To understand and properly treat the summarization process, we need a theoretical foun-
dation that encompasses syntactic, semantic, and reader-oriented considerations. Systemic
Functional Linguistics (SFL) provides such as foundation by positing that human language
operates through three primary metafunctions (Halliday, 1970). First, it expresses ideational
content about the world—events, entities, actions, and processes—through the ideational
metafunction. Second, it conveys opinionated content—attitudes, evaluations, emotions,
judgments, and stance—via the interpersonal metafunction. Third, it organizes information
coherently and enables the flow of discourse through the textual metafunction, which man-
ages how meaning is packaged and presented in context. Summarisation typically focuses
on texts categorized as ideational meanings (e.g., news articles) or interpersonal meanings
(e.g., product reviews). Summarizing ideational texts involves identifying and presenting
their key factual content, whereas summarizing opinionated texts requires synthesizing the
overall stance they convey. This thesis investigates three research questions focused on
the summarization of ideational and opinionated documents by tackling the challenges in

Section 1.1.

1.2.1 How to integrate ideational information from multiple documents

to generate better summaries?

For the first research question, we explore the summarization of multiple documents which are
mainly composed of ideational information. Ideational documents such as news articles and
scientific papers are primarily composed of ideational or objective information in the world.
Summarizing ideational texts involves identifying and presenting their key factual content. A
cluster of ideational documents such as news articles are connected with underlying facts
that may have complex cross-document relationships, including contradiction, redundancy,
and complementary information (Radev, 2000). To generate summaries that can integrate
dispersed information from different ideational source documents, a summarization model

needs to understand the relationships among the sources.
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To handle the multi-document input, existing summarization models concatenate the input
documents into a text sequence and are expected to somehow learn to integrate information
from them through supervised training (i.e., by training them to predict the ground truth
summary) (Xiao et al., 2022). However, they sometimes produce plausible but unfaithful
summaries (Xiao et al., 2022). We hypothesize that incorporating explicit graph represen-
tation of inter-document relationships into the summarization process would help improve
the quality of generated summaries. Although graphs have been used to represent source
documents for MDS, they are in fact homogeneous (i.e., nodes or edges in the graphs are of
a single type) which has limited capability for capturing cross-document relationships (Cui
and Hu, 2021; Jin et al., 2020; Li et al., 2020; Li and Zhuge, 2021).

Therefore, this thesis explores using heterogeneous graphs to represent the source doc-
uments and incorporate these graphs into the summarization process. To achieve this, we
propose to incorporate the heterogeneous graph representations into PLMs with multi-
task training: heterogeneous graph compression and text summarization. Our model
achieve the state-of-the-art performances in terms of ROUGE (Lin and Hovy, 2003) and
BERTScore (Zhang et al., 2020b) on widely-used datasets including ARXIV (Cohan et al.,
2018), MultiNews (Fabbri et al., 2019), and WCEP-100 (Ghalandari et al., 2020).

1.2.2 How to integrate opinionated information for opinion summariza-
tion?

This research question focuses on summarizing multiple documents which are mostly com-
posed of opinionated information, and the summary is to merge and synthesize the overall
opinions among the input documents. While summarization of ideational documents (e.g.,
news articles) aims to extract the most critical and objective facts or events from the docu-
ments, summarization of opinionated documents (e.g., product reviews) seeks to aggregate
subjective user sentiments and opinions from the documents. The former demands factual
accuracy and a focus on core information, while the latter is driven by the synthesis of

attitudes and judgments, requiring the model to identify and categorize opinions.
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Most of MDS datasets are based on ideational sources such as news articles (Fabbri et al.,
2019), Wikipedia pages (Liu et al., 2018), or scientific papers (Cohan et al., 2018). These
datasets generally do not provide any explicit cross-document relationships (e.g., whether
one document contradicts another). For opinionated MDS datasets, there are few datasets and
they mostly focus on product reviews (Brazinskas et al., 2021) or business reviews (Angelidis
et al.,, 2021). The input documents for these opinion summarization datasets are short;
typically one or several sentences. Like the ideational datasets, these datasets generally do
not provide any information about the cross-document relationships either.

In this thesis, we focus on the scientific reviews and propose framing the generation of
meta-reviews as a opinionated MDS task. We choose this domain for three reasons: (1)
the input documents (i.e. paper reviews) are long (compared with product reviews); (2)
there are rich inter-document relationships (e.g. disagreement between reviews); and (3) the
meta-review generation process is complex and may not simply be the majority sentiment,
as it should take into account the strength of arguments in the reviews. We first collect
the source reviews and ground truth meta-reviews from scientific peer-review platforms.
We derive cross-document relationships from the review scores (which capture disagree-
ments/conflicts) and explicit conversational structure provided by these platforms. Next,
we explore incorporating the explicit conversational structure among the source documents
into the summarization model to improve the quality of generated meta-reviews. We imple-
ment a baseline model based on incorporating the conversational structure by manipulating
attentions of the Transformer architecture. Our experiments results show that our simple
baseline significantly outperforms other strong models. Manual analysis on the generated
meta-reviews reveals that most models cannot recognize and resolve conflicts in the reviews,
suggesting a promising avenue for future research.

Lastly, we propose an aspect-aware opinion consolidation framework that we hypothesize
human meta-reviewers follow to improve generation quality and transparency of the summa-
rization models. Our experiments show that prompting based on our framework generate

better meta-reviews than other strong prompting approaches.
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1.2.3 How to build grounded and transparent opinion summarisation

systems that work across different domains?

While the thesis focuses on opinion summarization in the scientific domain for the second
research question, we further explore using a similar aspect-aware framework to build a
grounded and transparent opinion summarisation system that work across different domains,
such as product and hotel reviews. In other words, we’re asking the next question: can we
develop a domain-general opinion summarization model.

There have been two general approaches proposed for abstractive summarization of
reviews: end-to-end and pipeline-based approaches. The end-to-end approaches lack trans-
parency due to its black-box nature (Beltagy et al., 2020; Liu and Lapata, 2019; OpenAl,
2023; Xiao et al., 2022). The pipeline-based approaches first extract information clusters
in the format of sentences, and then generate summaries based on the clusters (Bhaskar
et al., 2023b; Hosking et al., 2024). The pipeline-based approaches are typically designed
for a specific domain. Although less opaque than end-to-end models, they are ultimately not
completely transparent because their extracted clusters or intermediate steps have not been
validated.

We achieve domain-general transparent opinion summarization with a pipeline approach
using verified modules. We explore decomposing the summarization process across different
domains following underlying aspects in opinion summarization, and investigate using the
decomposition framework to improve the summary quality and the evaluation methodology
in opinion summarization. We implement the pipeline by prompting LLMs. It first identifies
aspect-related text fragments, then generate aspect-focused meta-review, and lastly combine
all the aspect-focused meta-reviews to generate the final meta-review. This is different from
our approach for the second research question although both are guided by review aspects.
The length of the text fragments is dynamic, and that makes the model work for multiple
domains and consider more opinion information such as justification when generating the
final meta-review; in contrast, our approach for the second research question only considers

sentiments and extracts sentiments based on the predefined format for scientific opinions
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before generating the final meta-review. Our experimental results show that this approach
generates better meta-reviews in most domains domains with higher aspect coverage and
more faithful generations than strong baselines while on par with our prior approach in the
scientific domain. Additionally, we also find that our approach can generate intermediate
steps which help human meta-reviewers to write better reviews in less time. This work
ultimately shows that integration of reasoning traces into prompting benefit LLMs based

MDS.

1.3 Thesis Structure

The remainder of the thesis is structured as follows. The second chapter focuses on the
literature review in benchmark datasets, multi-document modelling techniques and evaluation
metrics (Chapter 2). The work for the three research questions is then presented in the
following three chapters, including ideational information integration (Chapter 3), scientific
opinion summarization (Chapter 4) and domain-general opinion summarization (Chapter 5).
The last chapter concludes the thesis with a summary of the work and future directions

(Chapter 6).



Chapter 2

Literature Review

Following the research challenges in Chapter 1, this chapter reviews the situation of existing
benchmark datasets for multi-document summarization (MDS) (Section 2.1), multi-document
modelling approaches (Section 2.3), and evaluation metrics (Section 2.4). In addition, as
the thesis experiments with language models, fundamental language modelling architectures
will be explained, such as the Transformer architecture and large language models (LLMs)

(Section 2.2).

2.1 Benchmark Dataset Construction

MBDS is the task to automatically generate a summary of multiple documents. Given a set of

m related input documents 7 = {dy,d,...,d,} (i.e., a document cluster), MDS generates a
textual summary Z = wg, W1, ...,wWr (composed of T words) that captures the essence of the
documents.

There have been an increasing number of public datasets for MDS. We present the widely-
used datasets in Table 2.1. These datasets are constructed using texts from various domains,
and they contain different scales of samples, up to more than one million. Domains of the
documents include biomedical articles (DeYoung et al., 2021), news articles (Fabbri et al.,
2019; Ghalandari et al., 2020), academic papers (Lu et al., 2020), Wikipedia articles (Liu

et al., 2018), product reviews (Brazinskas et al., 2021), business reviews (Angelidis et al.,
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Dataset Document Source #Samples (train/val/test) #Docs/Sample #Words (in/out)
MS? (DeYoung et al., 2021) Biomedical articles 14,188/2,021/1,667 24.0 6,974.3/61.2
WCEP (Ghalandari et al., 2020) News articles 8,158/1,020/1,022 63.6 26,875.5/63.6
Multi-XScience (Lu et al., 2020) Academic papers 30,369/5,066/5,093 4.4 691.5/105.1
Multi-News (Fabbri et al., 2019) News articles 44,972/5,622/5,622 2.8 1768.6/216.7
WikiSum (Liu et al., 2018) Wikipedia articles  1,579,360/38,144/38,205 40.0 2249.6/120.1
AmaSum (Brazinskas et al., 2021) Product reviews 25,203/3,114/3,166 326.6 13,611.0/73.8
MetaTomatoes (Peper et al., 2024a) Product reviews 0/0/212 67.9 1,582.9/168.7
FuseReviews (Slobodkin et al., 2024)  Business reviews 643/99/258 8.0 608.5/66.2
SPACE (Angelidis et al., 2021) Business reviews 0/25/25 100 14,335.1/73.7

Table 2.1 An overview of MDS datasets. All these datasets are in English. (in: input, out:
output)

2021), and scientific reviews (Li et al., 2023a). All these datasets are in English. The datasets
are mostly based on two types of texts: ideational and opinionated documents. Based on
the content type of the input documents, MDS is further categorized into ideational and

opinionated MDS.

2.1.1 Ideational Documents

For ideational MDS, WikiSum (Liu et al., 2018) is the first large-scale dataset with more than
million instances. The dataset uses the lead sections of Wikipedia pages as summaries and the
input documents are the cited articles and another ten related articles from the Google Search.
Ghalandari et al. (2020) develop the Wikipedia Current Events Portal (WCEP) dataset based
on news events listed in the Wikipedia Current Events Portal'. WCEP uses the description of
news events as the summary and linked external news articles as input documents. WCEP
contains 10,200 instances and each instance contains one human-written summary and 235
articles as input documents on average. To retrieve more input documents in each cluster,
WCEP includes similar articles in the Common Crawl News dataset’. Because of its training
data size, these two datasets are popularly used in MDS research. However, both datasets
have problems as they augment source documents with externally retrieved documents. As

such, the summary may not be a faithful summary of the source documents.

Thttps://en.wikipedia.org/wiki/Portal:Current_events
Zhttps://commoncrawl.org/2016/10/news-dataset-available/
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Multi-News (Fabbri et al., 2019) is constructed based on summarization on news articles.
The summary summarizes multiple news articles on the same event. The summaries are
written by professionals. It is the first large-scale dataset for MDS with human-written
summaries. While DUC 2004’ and TAC 2011# also contain human-written summaries of
news articles, they have only a few hundred instances and the input documents are also
shorter.

Scientific papers have also been used to construct MDS datasets. Multi-XScience (LLu
et al., 2020) is constructed using the paragraph of the related work section as the summary,
and the cited articles’ abstract are the input documents. However, the summary are not
always reflective of the cited articles as the authors find that less than half of the statements
are grounded by the input documents. MS? (DeYoung et al., 2021) uses biomedical papers
as source documents for MDS. It is one of the first MDS datasets in the biomedical domain.
The summaries are systematic literature reviews that synthesize results across a number of
other medical studies on specific clinical questions. The input documents are the medical

studies.

2.1.2 Opinionated Reviews

For opinion summarization, the input is usually composed of reviews, e.g., product reviews
and business reviews. Source reviews for each instance present opinions on the same entity,
and and they may comment on specific aspects (Hu and Liu, 2004). For example, hotel
reviews may focus on aspects such as cleanliness, food, location, rooms, and service of
hotels (Angelidis et al., 2021). The summarization task is to generate a summary (i.e.,
meta-review) that captures the overall opinions among the source reviews for these different
aspects.

SPACE (Angelidis et al., 2021) is built using hotel reviews from TripAdvisor’, in which
the input is a cluster of customer reviews and the output is a human-written summary. It

features aspect-based human-written summaries in the dataset, i.e. summaries that focus on a

3https://duc.nist.gov/duc2004/
“https://tac.nist.gov/201 1/Summarization/
Shttps://www.tripadvisor.co.uk/
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specific aspect. An aspect-based summary only summarize singular customer opinions on one
aspect. AmaSum (Brazinskas et al., 2021) is a dataset on product reviews from four products
such as electronic consumer products and sports shoes. In the dataset, summaries are written
by professional reviewers and each summary has three components, verdicts, pros and cons,
to emphasize the most important points about a product and focusing on fine-grained aspects.
The input is a collection of reviews by customers from Amazon. FuseReviews (Slobodkin
et al., 2024) is another opinion summarization dataset using business reviews as input
documents. Different from the other datasets, in FuseReviews there are highlighted spans
within the source reviews, and its human-written summary is to integrate the highlighted
spans to generate a coherent and concise summary. MetaTomatoes (Peper et al., 2024b)
is a dataset on movie reviews from RottenTomatoes®. The meta-reviews (i.e., summaries)
are written by the RottenTomatoes editorial team and the input documents are the reviews.
Compared with other opinion summarization datasets, MetaTomatoes has the longest input
documents on average.

However, none of these datasets provide any explicit annotations on inter-document
relationships (e.g., conflicts among source documents) although various inter-document
relationships commonly exist in these real-world datasets. As MDS is to integrate infor-
mation from multiple documents, summarization models must understand inter-document
relationships among the source documents. Without detailed relationship information for
input documents, it slows down the progress to investigate summarization models in un-
derstanding different multi-document relationships. This leads to under-explored research
on inter-document relationship comprehension of summarization models. This motivated
our research on constructing a dataset with more complex and explicit cross-document

relationships in Chapter 3.

®https://www.rottentomatoes.com/
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2.2 Fundamental Language Modelling

Before discussing the related work on how to model source documents for summarization
and how to evaluate the generated summaries, this chapter reviews fundamental language
modelling techniques from traditional language models including n-gram language models
to large language models (LLMs). This is because that language models are used to model
documents in modern MDS research. This thesis is also mostly based on LLMs.

Language models are originally used to predict upcoming words in a word sequence (Shan-
non, 1948). Formally, to estimate the probability of an upcoming word, w,,, a conditional
probability, p(w;,|Wi.m—1), is assigned to the word given the preceding m — 1 words, wy.;,—.
Language models can be also used to assign a probability to an entire sequence. The joint
probability of the sequence of words can be decomposed using the chain rule of probability,
pWim) =pwi) -p(wa|wi) - ... - p(Wim|Wi:m—1). To estimate the probability more effectively
and efficiently, different modelling approaches have been proposed in the literature of lan-

guage modelling.

2.2.1 Traditional Language Models

We first introduce the development of different language model architectures from n-gram
language models to the Transformer architecture which are the foundation of today’s language

artificial intelligence (Al).

N-gram Language Models We can estimate p(wy,|w1.,—1) and p(wy.,) by counting fre-
quencies of words and sequences if we had a large corpus. However, it is computationally
infeasible to estimate the probabilities by counting the large corpus. This is because if
m is large we need to take a large combination of words into account. The exponential
combination may be a totally new word sequence that has never seen in any large corpus. For
example, if the length of the word sequence is 50 and the vocabulary size is 2K there may be
(2K )50 different sequences, which is larger than any corpus and the entire web. Therefore,

the n-gram model comes into play (Brown et al., 1990). Based on the Markov assumption,
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we can just estimate the probability of the next word based on only a few previous words
instead of the entire proceeding word sequence. The n-gram model uses only n — 1 words
as the previous words, p(Wp|Wim—1) = p(Wm|Wm—n+1:m). However, the n-gram language
model has its issues. It has to use a large number of parameters to maintain probabilities
of different n grams while most of these probabilities cannot be estimated with maximum
likelihood estimation (MLE) as they have never been seen in any corpus. For example even
when n = 3 there are (20K)? parameters and not all of them are seen in the corpus. The
second issue with n-gram language models is the short context assumption, which means

they cannot model long-range dependencies in language.

Feedforward Neural Language Models To solve the parameter sparsity issue of n-gram
language models, Bengio et al. (2003) introduced neural language models with word embed-
dings based on simple feedforward neural networks. The feedforward neural language model
uses dense vectors as word representations (i.e., word embeddings) and a fully-connected
feedforward neural network to predict the probability of upcoming words given the prior n — 1
words. Formally, the feedforward language model is composed of different neural network
layers, namely the input layer, the embedding layer, the hidden layer and the output layer.
The input layer transforms the prior n — 1 words into one-hot vectors, X, where one element
equal to 1 while all the other other elements are set to 0 in each vector. The embedding layer
then transforms the one-hot vectors into real valued embeddings, E = embedding(X). The

entire process is described in Equation 2.1.

H=0c(W-E+b) 2.1
¥ = softmax(U - H) 2.2)

where, H is the output of the hidden layer, § has |V | elements and each element denotes the
probability of the next word in the vocabulary V, ¢ is a non-linear transformation function,
and W, b and U are the parameter matrices for the model. The feedforward neural language
model is trained with back-propagation optimization on a cross-entropy loss. For each

word, the model is trained to minimize the difference between the predicted distribution y



2.2 Fundamental Language Modelling 17

and the gold distribution y which is actually the one-hot vector of the expected word. The
feedforward neural language model uses only a small set of parameters with neural networks
to model the probability of the next word and it can be generalize to unseen words because

embeddings of semantically similar words are close to each other in the embedding space.

Recurrent Neural Language Models To make language models cover longer contexts, re-
current neural networks (RNNs) are introduced to directly model the sequential dependencies
in human languages (Mikolov et al., 2010) with considering the entire context instead of n-1
words in the n-gram model and feedforward language model. RNNs are composed of layers
of neural networks where the output value is directly dependent on its own earlier outputs as
an input (Mikolov et al., 2010). The recurrent neural language model is also composed of an
input layer, an embedding layer, an hidden layer and an output layer.

Different from the feedforward neural language models, recurrent neural language models
process the input text word by word sequentially. The output layer of the recurrent neural
language model A; is not only based on the current word embedding w; but also the hidden
layer output h;_; for the prior word w;_1. The probability of the n-th word is predicted based
on the hidden layer output for the (n — 1)-th word. The modelling process is described in

Equation 2.3.

hy=gUy b1 +W-e) (2.3)
9, = softmax(U; - h,,_1) (2.4)

where g is another non-linear activation function. Therefore, in principle recurrent neural
language models can model variable-length texts and do not have the limited context problems
that n-gram and feedforward neural language models have. Recurrent neural language models
are also trained with minimizing the cross-entropy loss towards the gold words. However, it
is quite difficult to train recurrent neural language models to predict the next word based on
long input because of the problem of vanishing gradients in training. To solve the problem,
long short-term memory (LSTM) network (Hochreiter and Schmidhuber, 1997) is introduced

to use gates to control information flow to preserve gradients across longer time steps.
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Text Tokenization The input of these language models is originally word sequences. The
input text is just split into word-form units. However, it leads to a large vocabulary to
represent all words in the world and there are a large number of words that are rare or
unseen in the training data. Subword tokenization is introduced for machine translation
and widely used in the entire community (Kudo and Richardson, 2018; Sennrich et al.,
2016; Wu et al., 2016). For example, "text summarization" can be tokenized into <"text",
"summar", "ization">. It reduces the vocabulary size by splitting words into smaller and
reusable units. Because words share small units, subword tokenization makes it possible for

language models to handle out-of-vocabulary words. Therefore, in practice we use tokens

(i.e., subword units) in language models.

The Sequence-to-Sequence Model In text generation tasks like machine translation and
text summarization, the generation is conditioned on a context (e.g., sentence in the source
language in machine translation and source document in summarisation). The output text Z

given the context X is modelled as follows.
. T
p(Z|X) = []p(#iwo, w1, ..., wi1,X) (2.5)
i=0

where X and Z = {wq,wy,...,wr} are both token sequences. The sequence-to-sequence
model is proposed to model this conditional probability with two recurrent neural language
models (Cho et al., 2014; Sutskever et al., 2014). The model follows an encoder-decoder
framework. Essentially, both the encoder and the decoder follow a recurrent neural language
model architecture. The encoder takes the input sequence of tokens, X, and output a context
vector which is expected to convey the essence of the input sequence. The decoder takes the

context vector and it generates the output with an arbitrary length autoregressively. Formally,

h{ = RNN(h{_, e;) (2.6)
h! =RNN(h? |,e,_1,c), hi=c 2.7)

¥, = softmax (h%) (2.8)
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where RNN denotes a recurrent neural networks, h; is the hidden state of the z-th step in
the encoder, hf is the hidden state of the 7-th step in the decoder, ¢ is the context vector.
The context vector is considered in generation of each token in the output sequence. The
sequence-to-sequence model is trained based on the teacher forcing technique, which includes
the ground truth token to predict the next token in training instead of the predicted one from
the last step. However, in practice the context vector is the bottleneck of the encoder-decoder
architecture. This is because the decoder has only access to the context vector which is
represented with the last hidden state of the encoder and it may not have enough capacity to
capture the full semantics of the source text. The attention mechanism is then proposed to
make the decoding of tokens in the output text attend to all the hidden states from the source
text directly (Bahdanau et al., 2015), instead of only considering the last hidden state of the
encoder. We will discuss details of the attention mechanism next when we introduce the
transformer architecture, which is now the de-facto standard architecture of building LLMs.

The models developed in this thesis all use the Transformer architecture.

2.2.2 The Transformer Architecture

Because of the recurrent nature of recurrent neural language models, they can not be par-
allelized in training. The Transformer architecture is proposed to solve the problem of
training efficiency by taking advantage of efficient matrix multiplication routines (Vaswani
et al., 2017). Similar to the sequence-to-sequence model taking the sequence X as the input
and Z as the output (Equation 2.5), the Transformer architecture also follows an encoder-
decoder framework, shown in Figure 2.1. It has become a cornerstone of modern language
generation (Zhao et al., 2023).

The encoder is composed of a stack of Transformer encoder blocks. Each encoder block
is a multi-layer network and it is composed of a multi-head attention layer and a feedforward
layer with layer normalization between them. The Transformer encoder blocks transform the
input embeddings E of X into contextual representations H in vectors. To make the model
sensitive to positions of words, position embeddings are added to the word embeddings.

The decoder is composed of Transformer decoder blocks with the same number as the
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Fig. 2.1 The Transformer architecture with the encoder (the left part) and the decoder (the
right part). The figure is from Vaswani et al. (2017).

Transformer encoder blocks. In each decoder block, besides the two layers in the encoder
block, there is another layer to get the information from the encoder, called encoder-decoder
multi-head attention layer. Finally, on the top of the decoder blocks, similar to the sequence-
to-sequence model, the softmax function works on the output of the decoder blocks to predict
the probability distribution over the vocabulary for each generated word. The Transformer
architecture also follows an autoregressive generation process, and they are trained with the
teacher forcing technique to minimize the cross-entropy loss between the predicted and gold

sequences.
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The most important part in the Transformer architecture is the multi-head attention and its
two variants, the encoder-decoder multi-head attention and the masked multi-head attention.
The multi-head attention is designed to learn the contextual representation of word meaning
by weighting and combining the representations from appropriate other words in the same
sequence or the other sequence. The attention mechanism is calculated based on a query,
a key and a value and they are intuitively to transform the original embedding matrix with
attention weights among each other. The attention transformation in the encoder block could

be formalized as:

Ndl
Z = softmax (%) -V (2.9)
0=X-W?% K=xWwK v=x-w (2.10)

where X of shape [m x d] is the embedding matrix of the input sequence of m words, Z
of shape [m x d,] is the output of the attention transformation, W€ of shape [d x d;], WX
of shape [d x di], and W" of shape [d x d,] are projection matrices to get the query Q of
shape [m x di], the key K of shape [m x di], and the value V of shape [m X d,], respectively.
This is only for one single head in the multi-head attention. In multi-head attention, the
heads have different projection matrixes and the final output is a concatenation of the outputs
from all attention heads. In the encoder-decoder multi-head attention, the calculation of the
output from each head is similar to the Transformer encoder multi-head attention and the

only difference is:
0=Y w9 (2.11)

where Y of shape [n x d] denotes the output sequence of n words. It means that the attention
score is based on the similarity between the generated word sequence and the input word
sequence (e.g., source sentence in translation and input texts in summarisation). For the
masked multi-head attention in the decoder, to respect its autoregressive constraint, each

word should only attend to prior words in generation. Therefore, the output of the attention
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in a single head is formalized as;

Q-K'

4 2.12
Vi (212

Z = softmax [ mask

where mask(-) is a function that assigns infinity to the the element (i, j) in the result matrix
Q-K' /\/dy if jis larger than i.

Compared with traditional language models, the Transformer architecture can model
long-dependency structures in texts and have parallel processing for sequential data. The
self-attention mechanism can directly connect every two tokens, better capturing longer
contexts than traditional language models without gradient vanishing. In addition, the
Transformer architecture can process all tokens in a sequence simultaneously, different from
recurrent neural language models which recurrently process tokens in a sequence. The
efficient parallelism makes it possible to scale Transformer-based language models. We will
discuss in the next sections.

The encoder-decoder framework of these sequence-to-sequence models is originally
introduced for translation, but we do not need to use both the encoder and decoder to build
language models. In practice we can use either encoder, decoder or both, and we will discuss

this further next section.

2.2.3 Pre-trained Language Models

Pre-training enables language models to learn linguistics and world knowledge from vast
amounts of texts (Han et al., 2021). There are three types of Transformer-based pre-trained
language models, using the original encoder-decoder architecture, or only the encoder or
decoder. As the decoder-only and encoder-decoder pre-trained Transformers are the most two
important variants for language generation while this thesis focuses on text summarization,
we only discuss them here. We will first describe the pre-training techniques for these two

types of Transformer models, and then how to fine-tune them on the downstream tasks.
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Encoder-Decoder Pre-trained Transformers The encoder-decoder Transformers could
be pre-trained with the objective of de-noising or predicting missing spans. T5 (Raffel
et al., 2020) and BART (Lewis et al., 2020) are the most representative encoder-decoder
pre-trained language models. In the training process, TS unifies all the natural language
processing tasks in to a text-to-text framework and learn to predict the consecutive spans
in the input texts. BART is trained to reconstruct the original text based on the corrupted
version. There are different types of corruption operations in different levels. For example,
masking out one or two tokens in the original texts, masking one entity, and deleting tokens
in the original texts. These models are developed for conditional text generation in general
purpose, and they can be used in various tasks such as translation, question answering, and
text summarization. There are also pre-trained language models tailored for specific tasks.
For example, PEGASUS (Zhang et al., 2020a) is trained with the pre-training objective
which forces the decoder to generate masked gap sentences in the decoding process, i.e.,
masking out several sentences from the source document and recovering them in order in the
decoder. With this objective, the model is taught to identify and aggregate salient information
in the source document during pre-training. This makes the model trained without reference
summaries. The gap sentences are extracted from the source document in different strategies.
The first strategy is simply select first sentences. The second strategy is to randomly select
several sentences from the source document. The last strategy which is more effective is
to select top ranked sentences according their importance. The importance is computed
based on the ROUGE score between the sentence and the rest of the document. Although
PEGASUS has good performance on abstractive summarization, it is not straightforward to
use them for MDS, because the encoder is not designed for multi-document input. We will

discuss more pre-trained language models tailored for MDS in Section 2.3.

Decoder-only Pre-trained Transformers The decoder-only Transformers are only based
on the decoder of the Transformer architecture. The training objective is the same as that of
recurrent neural language models. They are only trained to autoregressively generate text

one token at a time by predicting the next token. These models has broad utility in NLP
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as most NLP tasks could be framed as a next word problem, e.g., for classification tasks
we can predict the label as a token, and for conditional generation tasks such as machine
translation the source sentence can be treated as prefix in the input. Such training scheme
works very well for a large corpus as we do not have to add any annotated labels because
we only need the natural sequence of words for supervision. In the training process, the
weights in the Transformers are adjusted to minimize the average cross-entropy loss over the
entire sequence. All the current large language models (LLMs) (discussed in Section 2.2.4)
are all based on decoder-only pre-trained Transformers, such as Gemini 2.5 (Gemini Team,
2025), GPT-4.1 (OpenAl, 2025), Llama 4 (Llama Team, 2025), and Qwen2.5-1M (Yang
et al., 2025). The training corpus of these pre-trained language models are mainly scraped
from the web, e.g., C4 (Raffel et al., 2020), Pile (Gao et al., 2021), and Dolma (Soldaini
et al., 2024), and the data is typically filtered for quality and safety to make the pre-trained

language models have higher performance and safer.

Fine-tuning Pre-trained Transformers To make the pre-trained language models work
on specific tasks or domains, these pre-trained models can be trained further on various
downstream tasks including classification and generation tasks (Li et al., 2024a; Wang et al.,
2023). For example, we could further train BART (Lewis et al., 2020) on machine translation
by training it on specific machine translation data. The process of adapting pre-trained
language models to new data is called fine-tuning, and it could be interpreted as a form of
transfer learning. The pre-trained model has general linguistics and world knowledge while
fine-tuning helps it learn domain-specific task knowledge. This is essentially to transfer
the general knowledge learned from the pre-training stage to the more specific task-specific
domain. Different from self-supervised pre-training, the objective of supervised fine-tuning
is to generate the desired outputs for the specific tasks, e.g., text summarization. As such,
this fine-tuning process requires labelled data for the task (e.g., for text summarisation we

need the ground truth summary).
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2.2.4 Large Language Models

By scaling the parameter size, the amount of pre-training corpus, or the amount of compute
used for training, studies found that the decoder-only pre-trained Transformers continue to
improve on task performance (Brown et al., 2020; Kaplan et al., 2020). Models with more
parameters or trained on more data tend to have better performances than smaller models
or models trained with less data. Models developed in these years tend to have at least
several billions of parameters. For example, the LLlama-3.1 series have various versions of
open-source models including 8B, 70B, and 405B. They are developed with pre-training on
large corpus including more than billions of tokens. These large models are named large
language models (LLMs) in the research community.

Because LLMs are trained to predict next tokens, they can be prompted to do any text
completion tasks (a.k.a prompting). For example, we could get an LLM to write a summary
for an article by just prompting them with the additional term "tl;dr" (acronym for ‘too long;
didn’t read’ which is used widely on internet forums and social media) following the texts of
the article. We could also add any constraints in the prompt, e.g., the length of the generated
summary.

Besides prompting, when the model gets larger in parameter size they demonstrate
emerging capabilities of strong zero-shot and few-shot learning on various tasks with chain-
of-thought prompting (CoT) (Wei et al., 2022) and in-context learning (ICL) (Brown et al.,
2020; OpenAl, 2023).

In-context Learning In-context learning is one of the emergent capabilities of LLMs (Brown
et al., 2020). We could prompt the model with some demonstration examples to show the
model our expected input and output, and the model learns to follow the pattern behind the
demonstrated examples. Intuitively, the prompting could be optimized with better quality
of demonstration examples. It is called in-context learning as the model can learn to do a
new task when it processes the prompt instead of learning via updating the parameters in
pre-training and fine-tuning. For example, we could prompt the model with some examples

with a specific format to make the model follow it although the model has never seen the
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format in training. We will not dive into the details of how to get better demonstration

examples, as it is not the focus of the thesis.

Chain-of-Thought Prompting Chain-of-thought prompting (Wei et al., 2022) is another
emergent capability of LLMs. We could just prompt the model with an additional instruction
sentence, "think step by step", then the model could get better performance by generating
plausible reasoning steps for each output. It improves the performance of LLMs on difficult
reasoning tasks. Intuitively, CoT breaks difficult tasks into steps; similar to how humans
solve complex problems. CoT can be combined with ICL and we could use demonstration
examples which are composed of not only expected input and output, but also corresponding
reasoning steps. This makes the model output similar reasoning steps to enhance their output

quality.

Post-training and Model Alignment LLMs based on only the pre-training stage struggle
to follow complex instructions though they have emergent capabilities. This is because
these models are only trained to predict the next word in the pre-training stage. To improve
their capabilities of following more complex textual instructions they are post-trained on
diverse instruction data, a process also called instruction-tuning. Essentially, the models are
further trained with instruction datasets which contains diverse textual tasks, e.g., Aya (Singh
et al., 2024) and Flan (Longpre et al., 2023). In these instruction datasets, each sample is
composed of an instruction and the expected output which is the response to the corresponding
instruction. In addition, to make the models safe and aligned with the human need, they are
further trained with the human preferences, which is called preference alignment (Christiano
et al., 2017). The idea of preference alignment is to ensure that LLMs produce outputs
that better match human needs, rather than simply predicting the most likely next word.
The most widely used approach is based on reinforcement learning from human feedback
(RLHF) (Ouyang et al., 2022). In this process, the model is first equipped with a critic, often
called a reward model, which is trained to evaluate how well a candidate response aligns
with human preferences. To build this reward model, human annotators are typically asked

to compare multiple responses generated by the base LLM and rank them from most to least



2.3 Multi-document Modelling 27

preferred. The reward model then learns to predict these human judgments. Once the critic
is trained, it acts as a surrogate for human feedback: instead of having humans evaluate
every new response, the critic assigns a numerical reward to each response. This reward
signal is then used within a reinforcement learning framework to further train the base LLM.
Through this iterative process, the LLM gradually learns to produce responses that are not
only grammatically correct or coherent, but also more aligned with human expectations.
This method allows LLLMs to scale human feedback efficiently and align more closely with
human values without requiring direct human supervision for every generated response.
There are many variants of RLHF proposed since then. We will not dive into details of the

reinforcement learning algorithms as it is not the focus of the thesis.

2.3 Multi-document Modelling

How to model multiple documents is a long-standing problem in the area of MDS. Most
approaches only focus on extractive summarization and directly use extracted text units as
the final summary (Christensen et al., 2013a; Erkan and Radev, 2004; Lin and Hovy, 2002).
These approaches only work on information extraction with salient text units, rather than
information integration in a natural way similar to how humans do. Abstractive approaches
aim to combine information extraction which is to get salient content and information
integration which is to generate a human-like summary (Barzilay and McKeown, 2005; Li
et al., 2020; Ma et al., 2020; Xiao et al., 2022). With the development of language modelling
techniques from the n-gram model to large language models (LLMs) (Section 2.2), these
language models can generate more and more fluent and coherent texts in these twenty years.
MDS systems rely more on language models to generate plausible summaries (Ma et al.,
2020). There are two approaches of using language models in the context of MDS. The
first category is modelling the input documents as a long sequence by directly concatenating
the documents and the model is trained to implicitly achieve information extraction and

integration (Section 2.3.1). The other category is using explicit structures to represent the
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input documents and integrate the structural representations into the language generation

process (Section 2.3.2).

2.3.1 Modelling as Long Sequences

The input documents can be simply concatenated into a long sequence, and be treated as
a single document (Beltagy et al., 2020; Fabbri et al., 2019; Guo et al., 2022; Phang et al.,
2022). The sequence-to-sequence language models are expected to implicitly learn to extract
salient information and generate the final summary based on training on large-scale labelled
data. This is difficult for traditional language models as a document collection may contain a
number of documents and each of which may be long on its own and these models cannot
handle it. Research in this direction only rises after the Transformer architecture (Beltagy
et al., 2020). While general-purpose language models such as BART (Lewis et al., 2020)
and T5 (Raffel et al., 2020) can be used for MDS, they can only handle 512 tokens in the
input because of limitations of the computing infrastructure and model efficiency. As such,
studies explore various methods to model long sequences using these language models.
Modelling multi-document inputs as long sequences, the research focus is on developing
long-context language model architectures to handle multiple documents (Beltagy et al.,
2020; Guo et al., 2022; Phang et al., 2022), or conduct task-specific optimization based on
large-scale data (Xiao et al., 2022). However, the generation process of these models is
opaque because of the black-box nature of the sequence-to-sequence models and the outputs

are not fully grounded to the input documents.

Long-Context Language Models To address the limitations of original Transformers
which are constrained by their quadratic complexity in handling long input sequences (Vaswani
et al., 2017), various studies have explored ways to expand the context length of Transformer-
based language models. The sliding window technique with sparse attention is used to achieve
efficient context scaling (Beltagy et al., 2020; Ratner et al., 2023; Sun et al., 2023), which re-
duces the calculation effort cost in the quadratic attentions. In addition, to extend the context

length of LLMs a new position embedding strategy based on the rotary position encoding



2.3 Multi-document Modelling 29

(RoPE) (Su et al., 2024) is recently adopted (Peng et al., 2024; Zhu et al., 2024). However, the
sparsity of the attention makes the models fail to capture the entire input sequences as some
tokens in the sequence are ignored in the attention calculation. Besides the improvement
on model architectures, advancements in efficient mechanisms (e.g., FlashAttention (Dao,
2024; Dao et al., 2022)) and parallelism techniques (e.g., ZeRo (Rajbhandari et al., 2020))
help reduce computational overhead. Benefiting from these techniques, Transformer-based
language models can handle longer and longer inputs. Proprietary language models such as
GPT-4.1 (OpenAl, 2023) and Gemini 2.5 Pro (Gemini Team, 2025) can even handle up to 1

million tokens.

Task-Specific Model Optimization To optimize language models for MDS, various fine-
tuning objectives for language models are developed. For example, PRIMERA (Xiao et al.,
2022) with the same model architecture as LED (Beltagy et al., 2020) is developed particularly
for MDS. It is fine-tuned to generate pseudo summaries from the input documents. The
pseudo summary is composed of text spans automatically extracted based on the entity
salience from multiple documents. PRIMERA achieves better performances in terms of
ROUGE (Lin and Hovy, 2003) on Multi-News, Multi-XScience than previous models (Zhang
et al., 2020a). There are also approaches based on traditional sequence-to-sequence models
where the encoder and decoder are recurrent neural networks. For example, to summarize
multiple opinionated documents, MeanSum (Chu and Liu, 2019) is the first fully abstractive
model for opinion summarization with unsupervised learning. The model is trained by
reconstructing input documents with the objective to make the embedding of the generated
summary similar to the average embedding of input documents. However, this model cannot

handle long inputs and generations of this model have limited fluency and coherence.

2.3.2 Modelling with Explicit Structures

To effectively model the input documents for MDS, researchers explore to explicitly model the
structural information to learn better representations of the multi-document inputs (Hosking

et al., 2024; Liu and Lapata, 2019). Various studies model the multi-document inputs with
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linguistic structures (Liu and Lapata, 2019), content-based hierarchies (Hosking et al., 2024)
or graph-base representations with various nodes and edges (Cui and Hu, 2021; Li et al.,
2023b; Zhao et al., 2020). However, most of these models have an opaque generation process
due to the black-box nature of sequence-to-sequence architectures, and their outputs are often

not fully grounded in the input documents, leading to hallucinations.

Linguistic Structures Based on linguistic structures, Barzilay and McKeown (2005) pro-
pose a symbolic approach. They first identify fragments conveying common information by
aligning constituents in the syntactic trees of the sentences, then combine the fragments with
the transforming parsed tree into a fusion lattice, and finally uses a language model to gener-
ate texts from the lattice representation. However, this model has limited language capability
and the input is short. To get the Transformer-based language models handle multi-document
inputs, Liu and Lapata (2019) propose a hierarchical Transformer-based architecture fol-
lowing the discourse structure to capture cross-document relationships. Specifically, input
documents are firstly split into paragraphs. The hierarchical Transformer encoder are then
use to encode the top paragraphs to generate the summary with the Transformer decoder.
The hierarchical Transformer encoder is based on the proposed inter-paragraph attention.
After obtaining paragraph representations with a vanilla Transformer, the inter-paragraph
attention mechanism is used to model the dependencies across multiple paragraphs. This
model gets better performance than the original Transformer architecture on WikiSum in
terms of human ratings. While the hierarchical Transformer architecture represent the input
documents with paragraphs, MGSum (Jin et al., 2020) proposes a multi-granularity encoder
based on semantic units of document collections, including documents, sentences, and words.
With the multi-granularity interaction network, sentence selection and summary generation
are trained in a unified architecture and it promotes capturing salient information of input
documents. This model works much better than the hierarchical Transformer architecture

based only on paragraphs on Multi-News in terms of ROUGE (Lin and Hovy, 2003).

Content-based Hierarchies The abstractive summarization can be achieved in a hybrid

way by first extracting text units and then generating the summary based on extracted texts.
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This pipeline may follow different hierarchical flows to get the final summary. For example,
T-DMCA (Liu et al., 2018) first extracts a subset of paragraphs from input documents and
concatenate the extracted paragraphs as the input to generate the summary with a decoder-
only Transformer architecture. To make the Transformer decoder handle longer inputs, they
modify the multi-head attention to reduce memory usage by limiting the dot products in the
attention network. This work found that the decoder-only Transformer architecture work
better than the encoder-decoder architecture and it shows promises to be extended to long
sequences. To get LLLMs summarize a large collection of reviews for opinion summarization
(i.e., summarizing multiple opinionated documents), TCG (Bhaskar et al., 2023a) is also a
pipeline approach with the hierarchical flow following topics rather than the surface form of
texts. Sentences in the input reviews are first clustered based on the aspects closest to their
topic; each cluster is then repeatedly chunked and summarized by GPT-3.5 (Brown et al.,
2020) until the combined length falls below 35 sentences; the last step is using GPT-3.5
again to summarize sub-summaries from all clusters. This approach present a way of using
GPT-3.5 with a limited context window size to summarize a large collection of reviews
and it shows better performance on strong baselines on SPACE (Angelidis et al., 2021).
HIRO (Hosking et al., 2024) also follows the extraction then abstractive generation approach.
It first constructs hierarchical indexing by mapping sentence from reviews to a hierarchical
discrete latent space, then identify sentence clusters that contain popular opinions, and
generate the final summary by prompting an LLM with the central sentences in the identified
clusters. This modular approach improves the controllability, flexibility, and interpretability
of opinion summarization. These pipeline approaches make the summarization process
more transparent and the generated summary more grounded. However, these approaches
are not entirely transparent because the intermediate results cannot easily validated. These
approaches extract text units in sentences or paragraphs, but it may be more promising to

split input texts with flexible semantic boundaries.

Graph-based Representations Graphs can be used to model the input documents to better

capture cross-document relationships among the input documents (Li et al., 2020; Li and
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Model Nodes Edges

GraphSum  (Li paragraphs tf-idf similarity, topic distribution similar-

et al., 2020) ity, or discourse relations between para-
graphs

SummPip (Zhao sentences discourse relation and representation sim-

et al., 2020) ilarity between sentences

SLN (Li and concepts, events semantic links between concepts or events

Zhuge, 2021)

TG- words, topics, docu- topics contains words and documents con-
MultiSum  (Cui ments tains topics
and Hu, 2021)

AF19 (Fan et al., entities knowledge graph relations
2019)

EMSum (Zhou entity clusters, para- paragraphs contains entities from each en-
et al., 2021) graphs tity cluster

Table 2.2 Graphs with different nodes or edges to represent input documents.

Zhuge, 2021; Shah et al., 2021; Wang et al., 2020; Zhao et al., 2020). There is much effort
exploring to integrate graph representations with language models to make the model develop
better understanding of multi-document relationships. As language models are designed to
process flat language sequences (Guo et al., 2022; Lewis et al., 2020; Phang et al., 2022;
Zhang et al., 2020a), it is non-trivial to incorporate graphs into the language generation
process. The developed models shown in Table 2.2 leverage various graphs to represent the
input documents. These graphs are constructed based on discourse elements (Li et al., 2020;
Zhao et al., 2020), topic modelling (Cui and Hu, 2021), or knowledge graphs (Fan et al.,
2019; Zhou et al., 2021). GraphSum Li et al. (2020) constructs a similarity graph over the
paragraphs. Edges of this paragraph graph are tf-idf similarities, topic distribution similarities,
or discourse relations between paragraphs. The paragraphs from the input documents are
first encoded by the Transformer layer to get paragraph representations. A graph-informed
attention mechanism is then proposed to incorporate explicit graph representations into the
encoding process. The graph-informed attention mechanism learns better inter-paragraph

relationships by considering the explicit graphs. This model shows better performances than
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the normal Transformer and the hierarchical Transformer architecture in Liu and Lapata
(2019). The discourse elements based graphs are also widely used in extractive summariza-
tion. SummPip (Zhao et al., 2020) represents input documents as a sentence graph. Edges
are constructed based on approximate discourse graph (ADG) (Christensen et al., 2013b).
Spectral clustering is then conducted on the sentence graph to get sentence clusters. The
concatenation of the representative sentences from the clusters is the final extractive summary.
Instead of discourse elements, Li and Zhuge (2021) represent the input documents with the
proposed Semantic Link Network (SLN), which is a graph composed of concepts and events
as nodes and their relations as edges. Concepts are noun phrases extracted from input docu-
ments based on dependency parsing, and their relations are extracted based on the phrases
within the text between concepts. Events are extracted based on structured event information
from text by pre-defined event schema, and their relations are inferred by sentence structures
and discourse features in input documents. The summary is generated based on a compressed
SLN with integer linear programming (ILP). TG-MultiSum (Cui and Hu, 2021) uses topics
as bridge among different input documents and represents the input documents as a graph
that comprises nodes of different granularity: word, topic, and document. The topics of
input documents are predicted by a neural topic model, and each input document can be
represented as a mixture of topic distributions. Edges in the graph consist of containing
relationships (i.e., document-topic and topic-word). An adapted graph attention network
(GAT) is then used to encode the graph to learn relationships among different units. To
model the cross-document relationships, TG-MultiSum incorporates topic modelling into
both the encoding and decoding phase of an encoder-decoder framework for MDS. The
model generates summaries with a graph-to-sequence process. The decoder first decodes
the topic and then generate summaries. There are also MDS approaches representing the
input documents with knowledge graphs. For example, AF19 (Fan et al., 2019) represents
the input documents as linearized knowledge graphs. EMSum (Zhou et al., 2021) encodes
the cross-document relationships with the help of entities in documents and graph attention
networks (GATs) (Velickovic et al., 2018) are used to learn the representations. However,

although the constructed graphs in these approaches contains different types of nodes or
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edges, they are in fact homogeneous graphs in that the edges are modelled in a single type.
It is interesting to explore using heterogeneous graph modelling which may have better
expressiveness of complex relationships among the input documents which we explore in

Chapter 3.

2.4 Generated Summary Evaluation

Quality evaluation for the machine-generated summary, Z, given the input text, ., and the
human-written summary (i.e., the ground truth), r, relies on automatic evaluation metrics. Be-
cause there are few automatic metrics specifically designed for MDS, the community typically
uses metrics for generic language generation or single-document summarization (Gehrmann
et al., 2023b). These evaluation metrics are based on text similarities in different represen-
tations (Lin and Hovy, 2003; Zhang et al., 2020b) (Section 2.4.1), fine-tuning pre-trained
language models with human evaluation related data (Raffel et al., 2020; Zha et al., 2023;
Zhong et al., 2022) (Section 2.4.2), or prompting large language models (LLMs) (Liu et al.,
2023b) (Section 2.4.3). In addition, there are metrics measuring fine-grained quality of the
generated summaries including fluency, coherence, consistency and relevance, not just the
overall quality (Deng et al., 2021; Yuan et al., 2021; Zhong et al., 2022). The consistency and
relevance are identified as two key aspects to characterize the content quality of generated
summaries, while the fluency and coherence are focused on the language readability of the
generated summaries. The consistency (a.k.a. factuality) dictates that the generated summary
should only contain information consistent with the input documents. The relevance concerns

how well the generated summary retains important information in the source documents.

2.4.1 Similarity-based Metrics

Similarity-based metrics mainly focus on measuring representation distances between the
machine-generated and human-written summaries. There are different approaches to calculate

similarities, including surface-form matching and embedding-based similarities.
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ROUGE (Lin and Hovy, 2003), the most representative evaluation metric, simply com-
putes the recall based on the lexical overlapping between the machine-generated summary
and the human-written summary in different granularities. The lexical overlap is based on
n-grams in the pair of compared summaries. If there are multiple human-written summaries
for each instance, ROUGE can be adapted to calculation based on the union of n-grams in all
ground truth summaries. It has been a widely used automatic evaluation metric for text sum-
marization. However, ROUGE cannot capture semantic similarity of the machine-generated
summaries as it only relies on the surface form of texts.

While surface-form matching based metrics cannot measure semantic similarity (Gehrmann
et al., 2023b), similarity could be calculated based on contextual representations from off-the-
shelf pre-trained language models to capture semantics. For example, BERTScore (Zhang
et al., 2020b) calculates the overall quality score as a f-measure based on greedy similarity
matching between contextual embeddings of the machine-generated summary words and
the ground truth summary words from BERT (Reimers and Gurevych, 2019a). Intuitively,
it measures the word-level similarity between the generated summary and the ground truth
summary. In contrast, SUPERT (Gao et al., 2020) is an evaluation metric which does not
require human-written summaries for MDS evaluation. It calculates Word Mover’s Distance
between the machine-generated summary and a pseudo summary to measure the relevance
of the generated summary to the input. The pseudo summary is composed of top sentences
and selected sentences by graph-based sentence extraction. Specifically, a graph is build to
represent input documents and sentences are then clustered by a clustering algorithm, and the
central sentence in each cluster is selected to build the pseudo summary. As an unsupervised
metric, SUPERT has a good correlation results with human judgements. CTC (Deng et al.,
2021) models evaluation as an information alignment task. Its variants CTC-E and CTC-D
with different alignment functions are found to correlate well with human judgements on
relevance and consistency, respectively. The consistency score is calculated as the alignment
of the machine-generated summary to the input text, and the relevance score is calculated
as the alignment of the machine-generated summary to both the ground truth summary and

the input text. The alignment of the machine-generated summary to any text is calculated
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by averaging the word-level alignment scores. CTC-E calculates the word-level alignment
score based on greedy similarity matching. CTC-E has much higher correlation with human
judgements than BERTScore and SUPERT in relevance on SummEval (Fabbri et al., 2021).
CTC-D has a different implementation of the word-level alignment score, and it will be
introduced in next section. Although these metrics use contextual embeddings to capture
semantic similarity in evaluation, they only consider one or two evaluation aspects and
do not consider fluency or coherence. Different from BERTScore, SUPERT, and CTC-E,
BARTScore (Yuan et al., 2021) evaluate the summary quality based on the likelihood of the
machine-generated summary conditioned on the ground truth summary or the input text with
BART (Lewis et al., 2020). The likelihood of the machine-generated summary conditioned
on the input text is found empirically correlated well the quality aspects of coherence, fluency,
and consistency. The likelihood conditioned on the human-written summary is used to
calculate the score for relevance. Experiments on SummEval (Fabbri et al., 2021) show that

BARTScore outperforms prior evaluation metrics, especially BERTScore.

2.4.2 Learning-based Metrics

Although similarity-based evaluation metrics have led to significant improvements in as-
sessing fine-grained quality aspects, their correlation with human judgments particularly for
content-related quality remains insufficient. To make evaluation metrics correlate better with
human judgments, various studies build the evaluators by optimizing pre-trained language
models with human judgements related labelled data. The evaluators are expected to directly
learn human judgements. CTC-D (Deng et al., 2021) (i.e., a variant of CTC) trains a sequence
tagging model to predict the probability of each word in the machine-generated summary to
be aligned with the input text or the ground truth summary as the word-level alignment score,
rather than based on the greedy similarity matching in CTC-E. The final scores are calculated
in the same way of CTC-E (Section 2.4.1) but with a different alignment function. Instead
of an alignment task, UniEval (Zhong et al., 2022) frames evaluation of machine-generated
summaries as boolean question answering on the four quality aspects (e.g., is this a coherent

summary to the document?), and train a TS (Raffel et al., 2020) to predict the answer of



2.4 Generated Summary Evaluation 37

"Yes" or "No". To train the unified model, Zhong et al. (2022) use synthesized data for
different quality aspects in training, and use data from other tasks like natural language
inference (NLI) (Yin et al., 2021). To calculate scores with the trained model, they get the
probability of the answer of "Yes" as the score for the corresponding aspects. UniEval gets
much higher performance than all other metrics such as BERTScore, CTC, BARTScore on
SummEval (Fabbri et al., 2021). Different from UniEval which only formulates evaluation
as a discriminative task or BARTScore which only formulates evaluation as a generative task,
T5Score (Qin et al., 2022) combines generative modelling and discriminative modelling to
train the evaluator. The evaluator is based on mT5 (Xue et al., 2021) and it is trained to not
only generate human-written summaries but also distinguish different quality of summaries
with contrastive learning. They use a f-measure as the overall quality score of the generated
summary. The precision is calculated as the probability of the generated summary condi-
tioned on the input text and the recall is calculated as the probability of the human-written
summary conditioned on the machine-generated summary. T5Score has marginally better
correlation with human judgement than BARTScore on MultiSumm. To further improve
the evaluation accuracy, there are also evaluation metrics which only focus on factuality
or consistency of the machine-generated summary, such as SummaC (Laban et al., 2022),
and AlignScore (Zha et al., 2023). SummaC (Laban et al., 2022) is based on sentence-level
natural language inference (NLI). They first construct a NLI matrix based on the entailment
probabilities between sentences from the input text and the machine-generated summary.
The final consistency score is then calculated in two ways. One is based on greedy pair
matching to the average of strongest support for each sentence in the machine-generated
summary. The other one is to learn a convolution neural network to predict the score with
synthetic data from FactCC (Kryscinski et al., 2020) which is a metric to predict sentence
consistency. While SummaC has an improved correlation with human judgements on Sum-
mEval (Fabbri et al., 2021), evaluating the machine-generated summary against individual
sentences in the input text can degrade metric performance as paragraph- and document-level
semantic information is lost. Similar to CTC, AlignScore (Zha et al., 2023) also models

consistency evaluation as information alignment but with a different alignment calculation.
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To train the alignment model, they integrate and transform a large diversity of data sources
from well-established tasks including NLI, question answering, paraphrasing, fact-checking,
information retrieval, semantic similarity, and summarization into alignment data, and use
the data to train ROBERTa (Liu et al., 2019) as the alignment model to predict the alignment
for various tasks. Instead of directly using the alignment probability as the consistency
score, they split the input text into chunks because of the limited context window size of
RoBERTa and the machine-generated summary into sentences to get fine-grained evaluation.
The final score is also based on greedy pair matching. They first get the alignment probability
for each sentence in the machine-generated summary from the chunk that most strongly
supports it, and then use the average value of all highest alignment probabilities as the factual
consistency score. AlignScore shows better performance than all the other metrics and it is
the state-of-the-art metric for consistency evaluation. It is a evaluation metric that this thesis

relies on.

2.4.3 Prompting-based Metrics

As large language models (LLMs) have captured extensive world knowledge and prompting
them has yielded strong performance across a variety of language tasks (Section 2.2.4) , some
evaluation metrics for text summarization are directly based on prompting LLMs. These
language models show the potential to not only generate high-quality summaries and also
predict quality scores of any machine-generated summaries.

GPTScore (Fu et al., 2024) uses the likelihood of the machine-generated summary
conditioned on the input text and aspect description from LLMs as the evaluation score for
the corresponding quality aspect. Although it is similar to BARTScore of using likelihood as
the score, GPTScore is based on in-context learning of LLMs and it is more controllable for
fine-grained evaluation on more quality aspects. Specifically, different prompts are used for
different evaluation targets, such as "does the generated text preserve the factual statements
of the source text?" for the consistency of a summary to the input text. It shows a better

performance on SummEval than ROUGE, BARTScore and BERTScore.
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In contrast, G-Eval (Liu et al., 2023b) evaluates summaries with explicitly assigning
evaluation scores instead of using the likelihood. The prompt is more complex than that in
GPTScore, and it is based chain-of-thoughts (CoT) (Wei et al., 2022) (Section 2.2.4) and
in-context learning (Brown et al., 2020) (Section 2.2.4). In the prompt, there are explicit
definition of the evaluation aspect, its evaluation criteria or the score range for the aspect.
The model needs to assign a score to the evaluated summary like human annotators. To get
more accurate scores, G-Eval samples 20 scores for each instance and calculate the final
score for the aspect as the mean of the valid scores. However, G-Eval is only validated on
news summarization and dialogue generation datasets . It is still unclear how it performs
for other summarization domains, such as opinion summarization. This is the reason why
we design our own metrics based on LLMs in both Chapter 4 and Chapter 5 to evaluate the

generated summaries in opinion summarization.






Chapter 3

Ideational Information Integration

Ideational documents are mainly composed of objective and factual texts. For example,
(most) news articles and scientific publications are ideational documents, as they contain

objective statements and report on facts.'

To accurately understand what truly happens
related to some interests (e.g., a specific news event and scientific development for a research
topic), humans have to read all the related documents to integrate dispersed information
from different sources. This is challenging because we struggle with limited reading speeds
and brain capacity. To help readers digest the extensive ideational information, an increased
number of computational models to automatically summarize the documents have been
developed with the aim of delivering a short version of the text describing the salient facts of
the source documents.”

The chapter addresses the first research question of the thesis: how to integrate ideational

information from multiple documents to generate better summaries. The content of this

chapter is based on the following publication.

* Miao Li, Jianzhong Qi, and Jey Han Lau. Compressed heterogeneous graph for
abstractive multi-document summarization. In Proceedings of the AAAI Conference on

Artificial Intelligence, vol. 37, no. 11, pp. 13085-13093. 2023.

Thttps://edition.cnn.com/

ZPlease note that there may not be only ideational information in news articles or scientific papers, while
we only focus on ideational documents in this section. We will talk about a limitation related to this in the
reflections in Chapter 3.2.
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3.1 Heterogeneous Graph Compression

To generate summaries by integrating dispersed information from different ideational source
documents, models need to understand the relationships among the sources. A cluster of
ideational documents such as news articles are connected with underlying facts and they
may have complex cross-document relationships. For example, among the input documents
there may be contradiction, redundancy, and complementary information (Radev, 2000) and
the summary needs to consider temporal relationships among the source documents. These
complex cross-document relationships makes it non-trivial to produce an summary with
accurate understanding of the input documents.

Researchers have started working on the problem since more than thirty years ago (Radev,
2000). As introduced in 2.3, pre-trained language models (PLMs) play an important role
in language modelling in recent years and encoder-decoder PLMs are the backbone of the
most performant text summarization models (Beltagy et al., 2020; Xiao et al., 2022; Zhang
et al., 2020a). Most summarization models rely on fine-tuning general-purpose PLMs for
text generation (Beltagy et al., 2020; Lewis et al., 2020; Raffel et al., 2020) or PLMs tailored
for text summarization (Zhang et al., 2020a). To handle multi-document inputs, these models
concatenate multiple documents into a flat sequence and are expected to somehow learn
MDS. However, these models produce plausible but unfaithful summaries (Xiao et al., 2022).

To incorporate cross-document relationships into the summarization process to improve
the quality of generated summaries, in this chapter we propose to represent source documents
with heterogeneous graphs and integrate it to an encoder-decoder PLM. Although Cui and
Hu (2021); Jin et al. (2020); Li et al. (2020); Li and Zhuge (2021) have used graphs to
represent source documents for MDS, their constructed graphs are homogeneous (i.e., nodes
or edges in the graphs are of a single type) even though heterogeneous graphs have greater
expression capability on underlying relationships. Our heterogeneous graph is composed
of different types of nodes and edges. Specifically, we use words, sentences and documents
as the three levels of nodes. At the word level, we have two types of weighted edges,
including cosine similarities of embeddings between any two noun words and between any

two adjacent words. Edges between sentences are weighted based on the cosine similarity of
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their sentence embeddings from SentenceBERT (Reimers and Gurevych, 2019b). We also
have edges to represent compositional relationships among words, sentences, and documents.
Specifically, the words will be connected to the sentences they belong to and the sentences
will be connected to the document they belong to (with the edge weight as 1 if there is
connection otherwise 0). The model is expected to learn multi-document relationships based
on the representation of heterogeneous graphs

To integrate the graphs with PLMs, we borrow the idea of heterogeneous graph compres-
sion which is to compress a heterogeneous graph into a smaller graph with only important
nodes and edges. Intuitively, our PLMs are not only trained to maximize the probabilities
of the ground truth summaries but also make the compressed graph similar to the graph
constructed based on the ground truth summary. The model is trained with multi-task objec-
tives in an end-to-end manner: the cross entropy based loss between the generated summary
and human-written reference summary for text generation, and embedding distance based
loss between the compressed graph and the original heterogeneous graph. In the encoding
process, the heterogeneous graphs are constructed based on the original PLM encoder and a
graph encoder based on the proposed multi-channel graph attention networks that considers
the different types of edges in graph neural networks is used to compress the heterogeneous
graph into a smaller graph. In the decoding process, taking the compressed graph as input
the original PLM decoder generates a summary that capture the salient information from the

compressed graph.
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Abstract

Multi-document summarization (MDS) aims to generate a
summary for a number of related documents. We propose
HGSUM — an MDS model that extends an encoder-decoder
architecture to incorporate a heterogeneous graph to repre-
sent different semantic units (e.g., words and sentences) of the
documents. This contrasts with existing MDS models which
do not consider different edge types of graphs and as such do
not capture the diversity of relationships in the documents.
To preserve only key information and relationships of the
documents in the heterogeneous graph, HGSUM uses graph
pooling to compress the input graph. And to guide HGSUM
to learn the compression, we introduce an additional objec-
tive that maximizes the similarity between the compressed
graph and the graph constructed from the ground-truth sum-
mary during training. HGSUM is trained end-to-end with
the graph similarity and standard cross-entropy objectives.
Experimental results over MULTI-NEwWS, WCEP-100, and
ARXIV show that HGSUM outperforms state-of-the-art MDS
models. The code for our model and experiments is available
at: https://github.com/oaimli/HGSum.

Introduction

Multi-document summarization (MDS) aims to automati-
cally generate a concise and informative summary for a clus-
ter of topically related source documents (Ma et al. 2020;
Radev, Hovy, and McKeown 2002). It has a wide range
of applications such as creating news digests (Fabbri et al.
2019), product review summaries (Gerani et al. 2014), and
summaries for scientific literature (Moro et al. 2022; Ot-
makhova et al. 2022). Our work targets abstractive MDS,
which generates summaries with words that do not necessar-
ily come from the source documents, resembling the sum-
marization process of human beings.

State-of-the-art text summarization models use pre-
trained language models (PLMs) including both general-
purpose PLMs for text generation (Beltagy, Peters, and Co-
han 2020; Lewis et al. 2020) and PLMs designed for text
summarization (Zhang et al. 2020a; Xiao et al. 2022). When
applied to the abstractive MDS task, these models take a
flat concatenation of the (multiple) source documents, which
may not capture cross-document relationships such as con-
tradiction, redundancy, or complementary information very

Copyright © 2023, Association for the Advancement of Artificial
Intelligence (www.aaai.org). All rights reserved.
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Figure 1: The structure of the heterogeneous graph given
three documents in a document cluster: The orange triangles
denote document nodes d, the blue quadrates denote sen-
tence nodes s, the green circles denote word nodes w, and
the line (or curve) segments between nodes denote edges. A
detailed description of the graph is in the Preliminaries.

well (Radev 2000). Ma et al. (2020) argue that explicit mod-
eling of cross-document relationships can potentially im-
prove the quality of summaries. Following this, several re-
cent studies (Li et al. 2020; Jin, Wang, and Wan 2020; Cui
and Hu 2021) explore graphs to model source documents to
improve abstractive MDS. However, these graphs are homo-
geneous in that the nodes or edges are not distinguished for
different semantic units (e.g., words, sentences, and para-
graphs) in the encoding process. This means these MDS
models cannot capture the diverse cross-document relation-
ships among different types of semantic units.

In this paper, we propose HGSUM — an MDS model
that extends an encoder-decoder architecture to incorporate
a heterogeneous graph to better capture the interaction be-
tween different semantic units in the documents. HGSUM’s
heterogeneous graph has different types of nodes and edges
to model words, sentences, and documents, as shown in Fig-
ure 1. To facilitate HGSUM to learn cross-document re-
lationships, we construct edges between sentences across
documents based on the similarity of their sentence embed-
dings. We also explore compressing the graph with graph



pooling to preserve only salient information (i.e., nodes and
edges) that is helpful for summarization, before feeding sig-
nals from the compressed graph to the text decoder to gener-
ate the final summary. To guide HGSUM to learn this com-
pression, we introduce an auxiliary objective that maximizes
the similarity between the compressed graph and the graph
derived from the ground-truth summary, in addition to the
standard cross-entropy objective during training.

There are several challenges that we face. First, it is
non-trivial to encode heterogeneous graphs with existing
graph neural networks, as different types of nodes and edges
should not be processed by the same function. To address
this challenge, we propose multi-channel graph attention
networks to encode heterogeneous graphs. Second, there
are few graph compression or pooling methods proposed
for heterogeneous graphs. Inspired by Lee, Lee, and Kang
(2019), we introduce a compression method based on self-
attentions to condense the heterogeneous graph. One nov-
elty of our method is that it uses soft masking so that it does
not break the differentiability of the network, allowing us to
train HGSUM in an end-to-end manner.

To summarize, our contributions are given as follows:

* We propose HGSUM, an MDS model that extends
the encoder-decoder architecture to incorporate a com-
pressed graph to model the input documents. The graph
is a heterogeneous graph that captures the diversity of
semantic relationships in the documents, and it is com-
pressed with a pooling method that helps preserve the
most salient information for summarization.

HGSUM is trained with two objectives that maximize
the likelihood of generating the ground-truth summary
and the similarity between the compressed graph and the
graph constructed from the ground-truth summary.

Experimental results over multiple datasets show that
HGSUM outperforms state-of-the-art MDS models.

Preliminaries

Given a set of m related source documents D
{do,d1,...,dn} (ie., a document cluster), our aim is to
generate a text summary Z = g, w1, ..., wWr (composed
of T' words) that captures the essence of the source docu-
ments. As mentioned earlier, we generate the summary in
an abstractive fashion, i.e., words in the generated summary
can be words that are not found in the source documents.
The generation of each word in the summary is modeled as:

T

p(2D) = [ [ p(:|D, viip, iy, .. ., wi—1)
=0

ey

As heterogeneous graphs explicitly represent relation-
ships among different semantic units (documents, sentences,
and words), we construct a heterogeneous graph to represent
a cluster of documents. We next explain how we construct
the heterogeneous graph.

Heterogeneous Graph Construction

We denote the heterogeneous graph constructed to represent
a cluster of documents as G = (V, &), where V represents
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the set of nodes in the graph, and £ the set of edges. As the
example in Figure 1 shows, there are three types of nodes
and six types of edges in G. Specifically, V = V; UV, U
V., Where Vg is a set of document nodes: every document
in the cluster corresponds to a node in V; (orange triangles
in Figure 1); Vs is a set of sentence nodes: every sentence in
the documents corresponds to a node in V; (blue quadrates
in Figure 1); and V; is a set of word nodes!: every word
in the sentences corresponds to a node in V,, (green circles
in Figure 1).
We next define the edges, which are all undirected:

* The sets &, and &, contain edges between word nodes
(dash and dot lines between word nodes in Figure 1).
Every edge in &, connects two nodes corresponding to
noun words (identified based on a dependency parser?).3
The weight of an edge for a word pair in &, is the cosine
similarity of their embeddings. We use GloVe (Penning-
ton, Socher, and Manning 2014) as the static word em-
beddings in this work. Edges in &, on the other hand,
connect the nodes corresponding to every adjacent word
pairs in a sentence. All edges in £,,, have a weight of 1.0.

The set £ contains edges that connect every pair of sen-
tences (dot lines between sentence nodes in Figure 1).
The weight of an edge for a pair of sentences is the co-
sine similarity of their pre-trained sentence embeddings.
We use Sentence-BERT (Reimers and Gurevych 2019) to
compute the sentence embeddings, which is pre-trained
based on the natural language inference task (Bowman
et al. 2015).

The set €44 contains edges between document nodes (dot
lines between document nodes in Figure 1). Every doc-
ument is connected to all other documents in the cluster,
and their edges are weighted using their n-gram overlap
in terms of the average F1 value of ROUGE-1, ROUGE-
2, and ROUGE-L (Lin and Hovy 2003).

The sets €45 and E,; contain edges that connect a doc-
ument with its sentences (solid lines between docu-
ment nodes and sentence nodes in Figure 1) and edges
that connect a sentence with its words (solid lines be-
tween sentence nodes and words nodes in Figure 1).
These edges are designed to preserve the hierarchical
document-sentence and sentence-word structures. All the
edge weights in these sets are set to 1.0.

To summarize, we have £ = E,e U Epo U Ess U Egq U
EqsUE. These edges collectively create a connected graph
over all three types of nodes (words, sentences, and doc-
uments). Note that the choice of pre-trained word/sentence
embeddings is flexible in our architecture, and in future work
it would be interesting to explore other pre-trained embed-
dings.

!Technically, these are subword nodes since we use subword
tokenization, although most nodes map to full words in practice.

Zhttps://spacy.io/

*Note that nodes that do not map to a full word will not have
this type of edge, since they cannot be a noun.
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Figure 2: The HGSUM architecture: There are four main components: (1) text encoder (initialised using PRIMERA weights);
(2) graph encoder; (3) graph compressor; and (4) text decoder (initialised using PRIMERA weights).

The HGSUM Model

At its core, HGSUM extends a text encoder-decoder ar-
chitecture (PRIMERA; Xiao et al. (2022)) to incorporate
information from a compressed heterogeneous graph de-
rived from the input source documents, as presented in Fig-
ure 2. HGSUM has four main components: (1) text encoder
(initialized using PRIMERA weights), (2) graph encoder,
(3) graph compressor, and (4) text decoder (initialized us-
ing PRIMERA weights).

During training, we first generate two heterogeneous
graphs Gp and G, based on the input source documents D
and the ground-truth summary z, respectively, following the
graph construction procedure described in the previous sec-
tion. The text of input source documents D and ground-truth
summary z is processed by the text encoder to obtain contex-
tual word embeddings Qp and @ ., respectively. These con-
textual word embeddings are then used by the graph encoder
as the initial node embeddings of Gp and G, respectively.
After processed by the graph encoder, we have the graph
encodings Q5 and Q’, respectively for the source docu-
ments and the ground-truth summary.* The graph encoding
of the source documents (Q’,) will be further processed by
the graph compressor to produce compressed graph encod-
ing Qp, and this will be used by the text decoder to gen-
erate the final summary 2. To train HGSUM, we minimize
the cross entropy between the ground-truth summary z and
generated summary Z and maximize the similarity between
the compressed graph encoding (Q),) and ground-truth sum-
mary graph encoding (Q").

Once the model is trained, we only use the text and graph
encoders to encode the input source documents, the graph
compressor to compress the document graph, and the text
decoder to decode the summary, without using any ground-
truth summary as input. We next detail these components.

“By graph encoding we mean the collective node embeddings
in the graph.
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Text Encoder

The text encoder follows the encoder architecture of
PRIMERA — which uses the sparse attention of long-
former (Beltagy, Peters, and Cohan 2020) to accommodate
long text input — and is initialized with PRIMERA weights:

2)
3)

The text encoder takes as input a concatenated string con-
taining all the words from the documents, and it produces
contextualized embeddings for these words as the output
(Qp for source documents and @, for the ground-truth
summary). Note that we use special delimiters (sent-sep)
and (doc-sep) to mark sentence and document boundaries,
which allows us to extract sentence and document embed-
dings that we use as the initial sentence and document node
embeddings in the graph encoder.

Qp = longformer(D)
Q. = longformer(z)

Graph Encoder

The graph encoder is responsible for learning node embed-
dings for the document graph Gp and the ground-truth sum-
mary graph G,. We explain how the graph encoder works for
the document graph below, but the same principle works for
processing the ground-truth summary graph.

Node embeddings for the heterogeneous graph Gp rep-
resent the words, sentences, and documents, and they are
initialized using the contextual embeddings learned from
the text encoder (Qp). As standard graph neural networks
(GNNs) based on message passing cannot be applied to
the heterogeneous graphs directly, we propose multi-channel
graph attention networks (MGAT) inspired by graph atten-
tion networks (GAT; Velickovic et al. (2018)) to encode the
heterogeneous graph.

Similar to GAT, MGAT is a multi-layer graph network.
Intuitively, in each layer, MGAT aggregates embeddings of
different channels (i.e., edge types) for each node. The com-



putation of the [-th layer of MGAT is given as follows:

R — g Y @

H{" = || h" )

where hElH) is the output embedding of node ¢ in the [-th
layer, || is the concatenation operation, C' is the number of

channels (which equals to the number of edge types in the
heterogeneous graph, six in our case), and U is the shared

transformation matrix for different nodes. Intuitively, hf;l)’c
represents the embedding of node ¢ in the c-th channel at

the [-th layer, and H, i(l) is the concatenation of node embed-
dings from all channels for node 7 in the [-th layer. Note that
the input node embeddings of the first layer of any chan-
nel are the output contextual embeddings (words, sentences,

and documents) of the text encoder, i.e., hgo) = q; where
g; € Qp. The graph encoding, Q/,, consists of all updated

node embeddings from the final layer, i.e., Q) = ||ih§L).
To compute hl@’c in each channel:

hOC = 2o Y apewrendc)
JENT

Mo ©)
where M is the number of attention heads. We can now see
that hgl)’c is the concatenated representation of M indepen-
dent attention heads with different weight matrices W "¢
and normalized attention weights a;’;’c, with the latter com-
puted as follows:

exp(d;;)
2kene exp(diy)

where N¢ denotes the set of nodes connected to node ¢ by
an edge of type c. The attention coefficient d; " represents
the correlation between nodes, and is learned as follows:

dy = o (e wy, JWRDWTRD ) ®)

where e;; is the edge weight between node i and node j
(defined in the Preliminaries section).

To summarize, MGAT computes node embeddings by at-
tending to neighbouring nodes just like GAT, but it does
this for each edge type independently and then concatenates
them together to produce the final node embeddings, and it
repeats this for multiple layers/iterations to learn higher or-
der connections. We note that HGSUM has only one graph
encoder, which is used to process both the source document
graph Gp to produce Q7 and the ground-truth summary
graph G, to produce Q’,.

m,c=
j

@)

Graph Compressor

Given Gp and Q, from the graph encoder, the graph com-
pressor aims to “compress” the graph by selecting a subset
of salient nodes and edges. Here we focus on filtering the
sentence nodes, because we want to identify key sentences
that help generate the summary. After the compression, all
selected sentence nodes and their linked word and document
nodes represent the compressed graph and their embeddings
will be used by the text decoder for summary generation.
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The graph compressor is inspired by Lee, Lee, and Kang
(2019), and it works by computing the attention scores
for all sentence nodes, filtering out nodes with the lowest
scores, and then masking the rest using their attention scores.
Firstly, attention scores of the sentence nodes are calculated
based on the updated node embeddings from our proposed
graph encoder MGAT(Qp,Gp):

t = softmax(MGAT(Qp,Gp) - 1) 9)

where r is the only trainable parameter of the graph com-
pressor which transforms the updated node embedding into a
scalar. Then, based on these scores, we select sentence nodes
with the highest scores:

T, = top-k(t, k, Gp) (10)
T = extend(Zs, Gp) (11)

where top-k is a function that selects top-ranked sentence
nodes in Gp based on ¢, k € (0, 1] is a hyper-parameter that
determines the ratio of sentence nodes to be kept, Z is the
set of selected sentence nodes, and extend is a function that
extends the selected sentence nodes in Z; to include word
and document nodes that they link to (and so Z includes
word, sentence and document nodes). Lastly, we mask all
the selected nodes using their attention scores, producing the
encoding of the compressed graph, Q,:

A
Qp = d x ti,q; € Qp. (12)

Text Decoder

The text decoder follows the same architecture as a decoder
Transformer (which uses masked attention to prevent atten-
tion to future words), is initialized with PRIMERA weights,
and takes @), as input to generate the summary:

(13)

Note that the node embeddings in @, retain the original
word index in the source documents D, and as such po-
sitional embeddings are added to them following standard
transformer architecture.

Z = transformer(Q,)

Multi-Task Training

HGSUM is trained with two objectives: maximizing the like-
lihood of generating the ground-truth summary z and the
graph similarity between the compressed graph encoding
Q, and ground-truth summary graph encoding Q",.

To maximize the likelihood of generating the ground-truth
summary, we minimize the cross entropy over the ground-
truth summary and the generated summary with conven-
tional teacher forcing.

Lee (14)

1 I
= — T Z w; log ’LLA)Z
i=1

where w; is the i-th word in the ground-truth summary,
while ; is the i-th word in the generated summary.

To maximize the graph similarity, we compute the cosine
similarity of the average node embeddings from the com-
pressed graph and the ground-truth summary graph:

Lys = —sim(avg(Q)), ave(Q%)) (15)



Dataset #c  #d/c #w/d #wls
MULTI-NEWS 56,216 2.79 690.97 241.61
WCEP-100 10,200 63.38 439.24  30.53
ARXIV 215913 5.63 978.17 251.07

Table 1: Dataset statistics. “c” = cluster; “d” = document;
“w” = word; and “s” = summary. “#” denotes “the number

of”” and “/” denotes “in each”.

Model #parameters Len-in Len-out
PEGASUS 568M 1,024 512
LED 459M 16,384 512
PRIMERA 447TM 4,096 512
MGSum 129M 2,000 400
GraphSum 463M 4,050 300
HGSum 501M 4,096 512

Table 2: Model parameter sizes. Len-in and Len-out denote
the maximum lengths of the model input and the model out-
put, respectively.

The final loss function of HGSUM is the sum of L. and
L4 weighted by hyper-parameter 5 € (0, 1).

£:6£ce+(1_ﬂ)£gs (16)

Experiments

We test our proposed model HGSUM and compare it
against state-of-the-art abstractive MDS models over several
datasets. We also report the results of an ablation study to
show the effectiveness of the components of HGSUM.

Experimental Setup

Datasets We use MULTI-NEWS (Fabbri et al. 2019),
WCEP-100 (Ghalandari et al. 2020), and ARX1V (Cohan
et al. 2018) as benchmark English datasets. These datasets
come from different domains including news, Wikipedia,
and scientific domains. MULTI-NEWS contains clusters of
news articles plus a summary corresponding to each clus-
ter written by professional editors. WCEP-100 contains
human-written summaries of different news events from
Wikipedia. In ARXIV, each cluster corresponds to a research
paper in the scientific domain, where the paper abstract is
used as the summary, while sections of the paper are used
as the source documents in each cluster. Table 1 summarizes
statistics of these datasets.

Competitors We compare our model with two groups of
state-of-the-art abstractive MDS models: PLM-based and
graph-based. (1) The PLM-based models include PEGA-
SUS (Zhang et al. 2020a), LED (Beltagy, Peters, and Co-
han 2020), and PRIMERA (Xiao et al. 2022). LED is a
general-purpose PLM that introduces the longformer archi-
tecture which uses sparse self-attention to allow it to pro-
cess much longer input than previous models. LED is pre-
trained by reconstructing documents from their corrupted
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input in the same way as BART (Lewis et al. 2020). In con-
trast, PEGASUS and PRIMERA are pre-trained models de-
signed for summarization (the former for single-document
and the latter multi-document summarization). Specifically,
PEGASUS is pre-trained by generating pseudo summaries
for documents, where the pseudo summaries are composed
of gap sentences extracted from a document based on
ROUGE scores. PRIMERA is similarly pre-trained to gen-
erate pseudo summaries, but their pseudo summaries are ex-
tracted based on the salience of entities which correspond
to their document frequency. For these PLM-based models,
we take their off-the-shelf models and fine-tune them on our
datasets. We follow the standard approach where we con-
catenate documents from the same cluster to form a long
and flat input string. (2) For the graph-based models, we
compare against MGSum (Jin, Wang, and Wan 2020)° and
GraphSum (Li et al. 2020)%. To model cross-document re-
lationships in MDS, MGSum (Jin, Wang, and Wan 2020)
uses a three-level hierarchical graph to represent source doc-
uments, including different levels of nodes (documents, sen-
tences, and words). It learns semantics with a multi-level
interaction network. Although there are different types of
nodes in this hierarchical graph, all of its edges are of the
same type (i.e., it is a homogeneous graph).” GraphSum (Li
et al. 2020) uses a similarity graph over paragraphs to cap-
ture cross-document relationships, and it uses pre-trained
RoBERTa (Liu et al. 2019) as its encoder. Just like MGSum,
its graph is homogeneous.

Implementation Details For the PLMs, we use the large
version of the models which roughly have the same num-
ber of parameters (Table 2).% For the graph-based models,
we use open-source code from the original authors and train
them on our datasets, following their recommended hyper-
parameters and configurations. As Table 2 shows, most mod-
els are trained to generate a maximum length of 512 sub-
words (“Len-out”) for the summary (exception: MGSum
and GraphSum where we follow the original output length).
Note though that the maximum input lengths (“Len-in”") of
these models range from 1K-16K subwords, depending on
the architecture of their encoder.

For HGSUM, the text encoder and decoder are initialized
with PRIMERA weights. To alleviate overfitting, we apply
label smoothing during training with a smoothing factor of
0.1. We use beam search decoding with beam width 5 to
generate the summary. The hyper-parameter 5 is set to 0.5
to balance two loss functions. All other hyper-parameters are
tuned based on the development set.

All experiments are run on Intel(R) Xeon(R) Gold 6326
CPU @ 2.90GHz with NVIDIA Tesla A100 GPU (40G).

Overall Results

We report the average F1 of ROUGE-1 (R-1), ROUGE-2 (R-
2) and ROUGE-L (R-L) (Lin and Hovy 2003). Note that we

Shttps://github.com/zhongxia96/MGSum

®https://github.com/PaddlePaddle/Research/tree/master/NLP

"For fair comparison we use the abstractive variant of MGSum.

8PLM-based models are implemented using the HuggingFace
library: https://huggingface.co/



Model MULTI-NEWS WCEP-100 ARXIV
odel R R-2 R-L R-1 R-2 R-L R-1 R-2 R-L
PEGASUS 47.70 1836  43.62 4243 1733 3235 4421 1695  38.87
LED 47.68 1972 4383 4305 2094 3499 4650 1896  41.87
PRIMERA 4940 20.51 4535 43.11 21.85 3589 4724 2024 4261
MGSum 4563 1671 4092 3888 1422 2337 4058 1122 2993
GraphSum 4571  17.12 4199 3956 1438 2941 4298 1655  37.01
HGSUM (our model)  50.64+ 21.69+ 45901 44.21+ 21.81 3621+ 49.32+ 21.30% 44.50%
Performance gain  +2.51% +5.75% +1.21% +2.55% -0.18% +0.89% +4.40% +5.24% +4.44%

Table 3: Model performance on summarizing MULTI-NEWS, WCEP-100, and ARX1V in terms of F1 of ROUGE scores. The
best performance results are in boldface, while the second best is underlined. §: significantly better than others (p-value < 0.05).

Doc 1 ... Parents are risking their babies’ health
because of a surge in the popularity of
swaddling . . .

Doc 2 There has been a recent resurgence of
swaddling because of . ..

Doc 3 ... Swaddling babies is on the rise: Add
it to the long list of mixed messages new
parents get about infant care . . .

Generated  The trend of swaddling babies is on the

summary rise, but an orthopaedic surgeon ... is

warning parents against the practice.

Table 4: An example of a generated summary in MULTI-
NEWS by HGSuUM.

use the summary-level R-L,° and each summary is split into
sentences using NLTK'°.

Table 3 reports the performance of all models over all
datasets. HGSUM outperforms most of the benchmark sys-
tems, demonstrating the effectiveness of incorporating a
compressed heterogeneous graph for text summarization. In-
terestingly, the PLMs (PEGASUS, LED, PRIMERA, and
HGSuUM) also seem to be consistently better than graph-
based models (MGSum and GraphSum). This shows that
using graph-based document representations does not nec-
essarily lead to better MDS results, thus confirming the ad-
vantage of our heterogeneous graph-based model design.
We give an example of generated summary by HGSUM in
MULTI-NEWS in Table 4.

Ablation Study

To show the effectiveness of the HGSUM components, we
conduct an ablation study and compare it with three model
variants: (1) HGSuM w/o MGAT, which replaces MGAT
with the vanilla GAT model that treats all graph nodes and
edges as being the same type, (2) HGSUM w/o graph com-
pressor, which drops the graph compressor from HGSUM

9We note that prior studies use a mixture of summary-level and
sentence-level R-L, and for more details about their differences, we
refer the reader to: https://pypi.org/project/rouge-score/
https://www.nltk.org/
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Model R-1 R-2 R-L BScore

HGSum 50.64 21.69 4590 87.38

w/o MGAT 48.87 20.32 43.21 87.08

w/o graph compressor  49.00 20.38 45.01 86.92
w/o multi-task training 48.10 20.30 44.24 86.85

Table 5: Results of ablation study on MULTI-NEWS.

Initialized by R-1 R-2 R-L  BScore
random weights 1899 27.86 16.88  79.32
LED 4836 19.99 4425 86.73
PRIMERA 50.64 21.69 4590 87.38

Table 6: Summarization results of HGSUM with different
initialization on MULTI-NEWS.

and uses the output from the graph encoder directly as the
input for the text decoder, and (3) HGSUM w/o multi-task
training, which replaces the multi-task objective using only
the cross entropy objective.

For the ablation results, we also present the performance
in terms of BERTScore (“BScore”; Zhang et al. (2020b)),
which measures the semantic similarity between the ground-
truth and generated summary based on BERT embeddings.
Table 5 shows the ablation results on the test set of MULTI-
NEWSs.!! We see that removing the heterogeneous graph en-
coder, graph compressor, or the multi-task objective result
in a performance drop over all metrics, confirming the ef-
fectiveness of these components. In particular, dropping the
multi-task objective leads to the largest degradation in model
performance, suggesting that this auxiliary task is essential
to help HGSUM learn how to compress the graph for sum-
marization.

More Analysis

Impact of Text Encoder and Decoder Initialization Our
text encoder and decoder can be initialized by any pre-
trained Transformer models. Here we make a comparison

"'We found similar results for different datasets, and present
only MULTI-NEWS here in light of space.



5250
%"200
o 150
50

£ 100
(5]

Z 50

0 0.1 02 03 04 05 06 0.7 08 09 1.0
Compression ratio
s WCEP-100 B Multi-News Arxiv

Figure 3: Average lengths of generated summaries for differ-
ent datasets when the compression ratio k is set to different
values.

on initialization using PRIMERA, the large version of LED
and random weights. Table 6 shows results using such ini-
tialization strategies on the test set of MULTI-NEWS. We see
that initialization with random weights has much worse per-
formance than initialization using pre-trained PLMs, which
is expected. Using PRIMERA leads to better empirical per-
formance than using the LED, consistent with prior findings.

Impact of the Graph Compression Ratio £ The hyper-
parameter k in the heterogeneous graph pooling is to control
the proportion of sentence nodes to be retained in the com-
pressed graph. To understand how much k affects the gener-
ated summary length, we present average lengths of gener-
ated summaries for different datasets when the compression
ration k is set to different values in Figure 3. Interestingly,
we see that larger & generally produces longer summary, and
this effect is strongest for MULTI-NEWS.

Related Work
Abstractive Multi-Document Summarization

PLM-Based Models Recent PLM-based models have
shown strong performance for abstractive text sum-
marization tasks. These models follow a Transformer-
based (Vaswani et al. 2017) encoder-decoder architecture.
For example, general-purpose PLMs such as T5 (Raffel et al.
2020), BART (Lewis et al. 2020), and LED (Beltagy, Pe-
ters, and Cohan 2020) can be fine-tuned for abstractive text
summarization. PEGASUS (Zhang et al. 2020a) is a strong
PLM-based model pre-trained with an objective that predicts
gap sentences as a pseudo summary. These models can be
used for MDS by concatenating the source documents into a
single document. PRIMERA (Xiao et al. 2022) has the same
architecture as LED, but is designed for MDS specifically in
that it is pre-trained to generate pseudo summaries — text
spans that are automatically extracted based on the entity
salience. Although these models show impressive perfor-
mances and can even handle zero-shot cases, they use a flat
concatenation of the input documents, which limits their ca-
pability in learning the cross-document relationships among
different semantic units.

Graph-Based Models Although graphs are commonly
used to boost text summarization (Wu et al. 2021b; You et al.
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2022; Song and King 2022), there are only a handful of mod-
els which have been proposed to use graphs to encode the
documents in abstractive MDS (Li et al. 2020; Jin, Wang,
and Wan 2020; Li and Zhuge 2021; Cui and Hu 2021). Most
of these models only leverage homogeneous graphs as they
do not consider different edge types of graphs. For exam-
ple, MGSum (Jin, Wang, and Wan 2020) constructs a three-
level (i.e., document, sentence, and word levels) hierarchi-
cal graph and learns semantics with a multi-level interaction
network. GraphSum (Li et al. 2020) constructs a similarity
graph over the paragraphs. It learns a graph representation
for the paragraphs and uses a hierarchical graph attention
mechanism to guide the summary generation process. The
graphs constructed in these models are in fact homogeneous,
in that GraphSum only consider paragraph nodes, and MG-
Sum uses the same edge type to connect the graph nodes.

Graph Neural Networks

Graph Modeling GNNs have yielded strong performance
for modeling documents (Wu et al. 2021a), e.g., to model re-
lationships among text spans for MDS. Graph convolutional
networks (GCN; Kipf and Welling (2017)) and graph atten-
tion networks (GAT; Velickovic et al. (2018)) are two repre-
sentative GNN models, which are frequently used in mod-
eling graph-structured data composed of nodes and edges.
GAT is based on the attention mechanism (Vaswani et al.
2017), while GCN is based on Laplacian transformation on
the adjacency matrix. Another difference between these two
is that edge weights of GCNss (i.e., the adjacency matrix) are
fixed in training but those of GAT (i.e., the attentions) can
be updated, although both of them perform message pass-
ing (Gilmer et al. 2017) on graphs.

Graph Pooling Graph pooling (Liu et al. 2022) aggre-
gates node embeddings to obtain compressed graph repre-
sentations. Existing graph pooling methods can be largely
grouped into two categories: global pooling and hierarchi-
cal pooling. Global pooling generates the graph representa-
tion with a mean- or sum-pooling over the node embeddings.
This method does not preserve the hierarchical structure
of graphs. Hierarchical pooling, in contrast, considers the
graph structure by compressing an input graph into smaller
graphs iteratively, through node clustering (Bianchi, Grat-
tarola, and Alippi 2020) or node dropping (Lee, Lee, and
Kang 2019). Our graph compressor follows the idea of the
hierarchical pooling, and condenses the graph by removing
nodes to generate a small-sized graph.

Conclusion

We propose HGSUM, an extended encoder-decoder model
that builds on PLMs to incorporate a compressed hetero-
geneous graph for abstractive multi-document summariza-
tion. HGSUM is novel in that it captures the heterogene-
ity between words, sentences, and document units in the
constructed graph for source documents, and it also learns
to compress the heterogeneous graph by ‘mimicking’ the
ground-truth summary graph during training. Experimen-
tal results over multiple datasets show that HGSUM outper-
forms current state-of-the-art MDS systems.
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3.2 Reflections

In this work, we propose a MDS model which encodes source documents as heterogeneous
graphs, and it is trained with a multi-task objective borrowing the idea of heterogeneous
graph compression. Based on our experiments on multiple widely-used datasets, including
ARXIV (Cohan et al., 2018), MultiNews (Fabbri et al., 2019) and WCEP-100 (Ghalandari
et al., 2020), our model achieves the state-of-the-art performances in terms of ROUGE (Lin
and Hovy, 2003) and BERTScore (Zhang et al., 2020b). This suggests that representing
source documents with heterogeneous graphs is promising to improve the quality of generated
summaries for MDS. Specifically, although BERTScore is a suboptimal metric capturing
semantic similarity between the generated summary and the reference summary (introduced
in Chapter 2), better performances in terms of BERTScore indicate that summaries generated
by our model are semantically closer to the reference summaries and more faithful to input
documents.

When we did the study in 2023, text summarization was mainly based on encoder-decoder
pre-trained language models. However, LLLMs have since emerged, such as GPT-4 (OpenAl,
2023) and DeepSeek-V3 (DeepSeek-Al, 2024) as discussed in Chapter 2. It remains a
question how we can incorporate explicit graph representations into decoder-only LLMs and
whether it would improve the performance of them on MDS. We could perhaps inject textual
representation of the heterogeneous graph into the prompt to inject explicit cross-document
relationships into the model (e.g., by describing the graph with a JSON). This might make
the model more sensitive to those described relationships in prompts.

Although our proposed approach achieves the state-of-the-art performance on the experi-
mental datasets, there are limitations for the work in modelling methodology, experimental
data, and evaluation metrics.

For modelling, although the proposed heterogeneous graph compression has improved the
quality of generated summaries by better capturing cross-document relationships, it is time-
consuming to construct the graphs for large-scale documents. This is because we have to get
embeddings for sentences in all documents and calculate cosine similarities among them to

build the graphs. It is important to find a more efficient way to represent the multi-document
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input without losing cross-document relationship information. Also, we could incorporate
other structural information into our heterogeneous graphs. For example, we could extract
the document structure as articles all have multiple sections and use sections as another
type of nodes in our graph. This will make the model aware of the document structures.
In addition, although our approach can generate better summaries with the heterogeneous
graphs, our graphs cannot still capture some complex cross-document relationships. For
example, our model may struggle in understanding the contradiction based on negation
because our graphs are constructed based on similarity among words and sentences and
the embeddings may not be able to distinguish the negation texts in its embedding space.
Therefore, we should have better datasets which contain meta information about various
cross-document relationships, such as what the cross-document relationships are and where
they happen in the input text. Only if we have this kind of data can we understand more about
where and why these summarization models fail to solve the cross-document relationships.

For the experimental data, our experiments are only on English datasets, and we should
evaluate our approach on datasets in more languages to understand whether these results
translate to other languages. That said, our models should be easily adaptable to other
languages assuming the backbone pre-trained language models and embedding models work
on those languages. Additionally, in our experimented datasets, there may not be only
ideational information as in news articles there are editorial opinions. As such, an important
preprocessing step is to filter these opinion-driven articles, although it may not be trivial to
do this at scale (since it involves detecting opinion-driven articles vs. ideational documents).

Lastly, for evaluation metrics, as the development of text generation there are more
evaluation metrics that directly assess the quality of generated texts such as G-Eval (Liu
et al., 2023b) and AlignScore (Zha et al., 2023) (Chapter 2.4), and these metrics focus
more on meaning of texts instead of the surface form. It would be interesting to conduct
fine-grained evaluation on our generated summaries on the experimental datasets with these
recent advanced metrics to further confirm that our approach improves the performance of
MDS, especially in faithfulness of the generated summaries. In addition, we only evaluate the

performance of our model based on the ground truth summaries. It would also be interesting
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to conduct more detailed evaluation on how the models handle specific cross-document
relationships. For example, if we get a cluster of documents with conflicts (i.e., information
from one article that contradicts another article), we should analyse the model behaviours in
handling these conflicts and potentially also other cross-document relationships. However,
there is no MDS datasets with annotated cross-document relationships. As such, we will
construct a benchmark summarization dataset with explicit cross-document relationships in

Chapter 4.






Chapter 4

Scientific Opinion Summarization

We have investigated multi-document summarization (MDS) over ideational documents
in Chapter 3. While ideational documents primarily focus on presenting ideas, concepts,
or facts, opinionated documents primarily convey viewpoints, preferences, evaluations, or
subjective stances on a particular topic. Reviews as opinionated documents are omnipresent
in the digital world, providing invaluable insights into products (Brazinskas et al., 2021),
businesses (Angelidis et al., 2021), and scientific articles. For example, in scientific peer
reviewing the reviews provide opinions to accept or reject a research paper. MDS over
ideational documents is to summarize the salient factual information among the documents,
while summarizing over opinionated documents is to extract the ‘overall’ opinions.' As
reviewed in Chapter 2.1, most existing MDS datasets are based on ideational documents and
none of them provide explicit cross-document relationships which hinders the development
of research in the domain.

This chapter aims to address the second research question of the thesis: how to integrate
opinionated information for opinion summarization. It is challenging because models have
to possess the capability to aggregate opinions from different perspectives, even when the

opinions may contradict with each other.

'We use ‘meta-review’ and ‘summary’ interchangeably in opinion summarization.
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We found that peer-review platforms such as OpenReview? is promising for facilitating
research on MDS over opinionated documents. Their meta-reviewers have to understand
reviews from the reviewers and write a meta-review to aggregate their opinions to express an
overall opinion for each research paper. These meta-reviews are written based on the reviews
and the conversations between reviewers and the author. The task of scientific opinion
summarization requires models to understand the conversational structure among the reviews
and the complex cross-document relationships especially the conflicts among the reviews.
It is a good test bed for MDS systems. In addition, the developed opinion summarization
models for the scientific domain can be used to potentially aid human meta-reviewers by
automatically generating a first draft of their meta-reviews.

Therefore, we use those peer-review platforms to construct a MDS dataset, and build
summarization models using it. While this chapter focuses on opinion summarization in the
scientific domain, we will revisit this to explore opinion summarisation methods that work
across domains in Chapter 5.

The content of this chapter is based on the following two publications. We first present the
task of scientific meta-review generation with a benchmark dataset in Chapter 4.1, and then
further investigate the sentiment consolidation capabilities of existing models on scientific

reviews in Chapter 4.2.

* Miao Li, Eduard Hovy, and Jey Han Lau. 2023. Summarizing Multiple Documents
with Conversational Structure for Meta-Review Generation. In Findings of the Asso-
ciation for Computational Linguistics: EMNLP 2023, pages 7089-7112, Singapore.

Association for Computational Linguistics.

* Miao Li, Jey Han Lau, and Eduard Hovy. 2024. A Sentiment Consolidation Frame-
work for Meta-Review Generation. In Proceedings of the 62nd Annual Meeting
of the Association for Computational Linguistics (Volume 1: Long Papers), pages

10158-10177, Bangkok, Thailand. Association for Computational Linguistics.

Zhttps://openreview.net/
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4.1 Scientific Meta-Review Generation

Scientific meta-review generation is the task to automatically write a meta-review in an
abstractive fashion to summarize opinionated information in the scientific peer-review pro-
cess. Meta-review generation in other domains such as products (Brazinskas et al., 2021),
businesses (Angelidis et al., 2021) only contain meta-reviews (i.e., summaries) and their
corresponding source documents without any explicit cross-document relationships (that
is, the source documents are a list of reviews without any explicit relationships or struc-
ture between them). However, scientific meta-reviews in the computer science domain on
OpenReview are usually written based on official reviews (written by assigned reviewers),
public reviews (written by public users), and the multi-turn conversations between assigned
reviewers, public users and the paper author. By using OpenReview data, we could get data
with explicit conversational structures. Although there are existing scientific meta-review
generation datasets (Bhatia et al., 2020; Shen et al., 2022), their source documents are only
composed of official reviews without considering the multi-turn conversations.

We fist develop a new summarization dataset from OpenReview. In our dataset, the
meta-review is the summary, and there are seven types of source documents: (1) official
reviews (reviews by assigned reviewers); (2) public reviews (comments by the public users);
(3) author comments (an overall response by paper authors); (4) official responses (responses
by assigned reviewers); (5) public responses (responses by public users); and (6) author
responses within a thread. Because the reviews also contain ratings, we use that information
to investigate instances with and without conflicts to understand how summarization models
resolve conflicts in source documents. We assess the quality of this new OpenReview
summarisation dataset in terms of abstractiveness and faithfulness. For abstractiveness, we
calculate the percentages of unigrams, bigrams, and trigrams of summaries that exist in
summaries but not in any source documents. To assess the faithfulness of our summaries, we
conduct human evaluation by highlighting text spans in the summary that can be semantically
anchored to the source documents.

As a baseline model, we develop a meta-review generation model based on pre-trained

language models to investigate whether the conversational structure of the source documents
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can be used to improve the quality of generated meta-reviews. As the original Transformer
architecture cannot explicitly capture the cross-document structural information, we modified
pre-trained encoder-decoder language models with a relationship-aware sparse attention
mechanism to incorporate the conversational structure as part of the encoding process. We
fine-tune the model with multi-task learning utilizing the metadata information to additionally
predict source document types, review ratings/confidences and the paper acceptance outcome

in addition to the next-word prediction objective using human-written meta-reviews.
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Abstract

We present PEERSUM, a novel dataset for
generating meta-reviews of scientific papers.
The meta-reviews can be interpreted as ab-
stractive summaries of reviews, multi-turn dis-
cussions and the paper abstract. These source
documents have rich inter-document relation-
ships with an explicit hierarchical conversa-
tional structure, cross-references and (occa-
sionally) conflicting information. To introduce
the structural inductive bias into pre-trained
language models, we introduce RAMMER
(Relationship-aware Multi-task Meta-review
Generator), a model that uses sparse atten-
tion based on the conversational structure and
a multi-task training objective that predicts
metadata features (e.g., review ratings). Our
experimental results show that RAMMER out-
performs other strong baseline models in terms
of a suite of automatic evaluation metrics. Fur-
ther analyses, however, reveal that RAMMER
and other models struggle to handle conflicts
in source documents of PEERSUM, suggesting
meta-review generation is a challenging task
and a promising avenue for further research.!

1 Introduction

Text summarization systems need to recognize in-
ternal relationships among source texts and effec-
tively aggregate and process information from them
to generate high-quality summaries (El-Kassas
et al., 2021). It is particularly challenging in multi-
document summarization (MDS) due to the com-
plexity of the relationships among (semi-)parallel
source documents (Ma et al., 2020). However, ex-
isting MDS datasets do not provide explicit inter-
document relationships among the source docu-
ments (Liu et al., 2018; Fabbri et al., 2019; Gha-
landari et al., 2020; Lu et al., 2020) although inter-
document relationships may also exist in nature
and should be considered in methodology (Fabbri

"The dataset and code are available at https://
github.com/ocaimli/PeerSum

laujh}@unimelb.edu.au
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Figure 1: An illustration of the hierarchical conversa-

tional structure that PEERSUM features.

et al., 2019). This makes it hard to research inter-
document relationship comprehension for informa-
tion integration and aggregation in abstractive text
summarization.

To enable this, we introduce PEERSUM, an MDS
dataset for automatic meta-review generation. We
formulate the creation of meta-reviews as an ab-
stractive MDS task as the meta-reviewer needs to
comprehend and carefully summarize information
from individual reviews, multi-turn discussions be-
tween authors and reviewers and the paper abstract.
From an application perspective, generating draft
meta-reviews could serve to reduce the workload of
meta-reviewers, as meta-reviewing is a highly time-
consuming process for many scientific publication
venues.

PEERSUM features a hierarchical conversational
structure among the source documents which in-
cludes the reviews, responses and the paper ab-
stract in different threads as shown in Figure 1. It
has several distinct advantages over existing MDS
datasets: (1) we show that the meta-reviews are
largely faithful to the corresponding source doc-
uments despite being highly abstractive; (2) the
source documents have rich inter-document rela-
tionships with an explicit conversational structure;
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(3) the source documents occasionally feature con-
flicts which the meta-review needs to handle as
reviewers may have disagreement on reviewing a
scientific paper, and we explicitly provide indica-
tors of conflict relationships along with the dataset;
and (4) it has a rich set of metadata, such as review
rating/confidence and paper acceptance outcome —
the latter which can be used for assessing the qual-
ity of automatically generated meta-reviews. These
make PEERSUM serve as a probe that allows us
to understand how machines can reason, aggregate
and summarise potentially conflicting opinions.

However, there is limited study on abstractive
MDS methods that can recognize relationships
among source documents. The most promising
approaches are based on graph neural networks (Li
et al., 2020, 2023), but they introduce additional
trainable parameters, and it is hard to find effec-
tive ways to construct graphs to represent source
documents. To make pre-trained language models
have the comprehension ability of complex rela-
tionships among source documents for MDS, we
propose RAMMER, which uses relationship-aware
attention manipulation — a lightweight approach
to introduce an inductive bias into pre-trained lan-
guage models to capture the hierarchical conver-
sational structure in the source documents. Con-
cretely, RAMMER replaces the full attention mech-
anism of Transformer (Vaswani et al., 2017) with
sparse attention that follows a particular relation-
ship in the conversational structure (e.g., the parent-
child relation). To further improve the quality of
generated meta-reviews by utilising the metadata
information, RAMMER is trained with a multi-task
objective to additionally predict source document
types, review ratings/confidences and the paper ac-
ceptance outcome.

We conduct experiments to compare the perfor-
mance of RAMMER with a number of baseline mod-
els over automatic evaluation metrics including the
proposed evaluation metric based on predicting
the paper acceptance outcome and human evalua-
tion. We found that RAMMER performs strongly,
demonstrating the benefits of incorporating of the
conversational structure and the metadata. Fur-
ther analyses on instances with conflicting source
documents, however, reveal that it still struggle to
recognise and resolve these conflicts, suggesting
that meta-review generation is a challenging task
and promising direction for future work.

2 Related Work

2.1 MDS Datasets

There are a few popular MDS datasets for ab-
stractive summarization in these years, such as
WCEP (Ghalandari et al., 2020), Multi-News (Fab-
bri et al., 2019), Multi-XScience (Lu et al., 2020),
and WikiSum (Liu et al., 2018) from news, sci-
entific and Wikipedia domains. Multi-XScience
is constructed using the related work section of
scientific papers, and takes a paragraph of related
work as a summary for the abstracts of its cited
papers. Although the summaries are highly ab-
stractive, they are not always reflective of the cited
papers — this is attested by the authors’ finding
that less than half of the statements in the summary
are grounded by their source documents. WikiSum
and WCEP have a similar problem as they augment
source documents with retrieved documents and
as such they may only be loosely related to the
summary. Notably, none of the source documents
in these datasets provides any explicit structure of
inter-document relationships or conflicting infor-
mation, although different inter-document relation-
ships may exist among source documents in these
datasets (Ma et al., 2020). This leads to under-
explored research on inter-document relationship
comprehension of abstractive summarization mod-
els. In the peer-review domain, Shen et al. (2022);
Wu et al. (2022) developed datasets for meta-review
generation. However, they only consider official
reviews, or their datasets do not feature the rich hi-
erarchical conversational structure that PEERSUM
has.

2.2 Structural Inductive Bias for
Summarization

Transformer-based pre-trained language models
(PLMs) (Lewis et al., 2020; Zhang et al., 2020a;
Guo et al., 2022; Phang et al., 2022) are the predom-
inant approach in abstractive text summarization.
However, it is challenging to incorporate structural
information into the input as Transformer is de-
signed to process flat text sequences. As such,
most studies for MDS treat the input documents as
a long flat string (via concatenation) without any
explicit inter-document relationships (Xiao et al.,
2022; Guo et al., 2022; Phang et al., 2022). To
take into account the structural information, most
work uses graph neural networks (Li et al., 2020;
Jin et al., 2020; Cui and Hu, 2021; Li et al., 2023)
but it is difficult to construct effective graphs to
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Features ICLR NeurIPS
#samples 9,835 5,158
#official-review-thread/cluster 3.51 3.67
#author-comment-thread/cluster  0.59 0.01
#public-review-thread/cluster 0.22 0.00
#paper-abstract-thread/cluster 1.0 1.0

Table 1: PEERSUM statistics.

represent multiple documents and they introduce
additional parameters to the pre-trained language
models. Attention manipulation is one approach
to introduce structural inductive bias without in-
creasing the model size substantially. Studies that
take this direction, however, by and large focus
on incorporating syntax structure of sentences or
internal structure of single documents (Bai et al.,
2021; Cao and Wang, 2022) rather than higher level
inter-document discourse structure. RAMMER is
inspired by these works, and the novelty is that
it uses attention manipulation to capture broader
inter-document relationships.

3 The PEERSUM Dataset

3.1 Dataset Construction

PEERSUM is constructed using peer-review data
scraped from OpenReview? for two international
conferences in computer science: ICLR and
NeurIPS. As meta-reviewers are supposed to follow
the meta-reviewer guidelines® with comprehending
and carefully summarizing information shown in
the peer-reviewing web page (the example shown in
Appendix A), and we observe from example meta-
reviews as shown in Table 3 that meta-reviewers
are complying with the guidelines, we collate the
paper abstract, official/public reviews and multi-
turn discussions as the source documents, and use
the meta-review as the summary. We note that
there may be private discussion among the review-
ers and meta-reviewer which may influence the
meta-review. However, our understanding is that
reviewers are advised to amend their reviews if
such a discussion changes their initial opinion. For
this reason, we believe the meta-review is reflective
of the (observable) reviews, discussions and the
paper abstract, and this is empirically validated in
Section 3.3.

https://openreview.net/

*https://iclr.cc/Conferences/2022/
ACGuide, https://nips.cc/Conferences/2022/
AC-Guidelines

A meta-review (summary) and its correspond-
ing source documents (i.e., reviews, discussions
and the paper abstract) form a sample in PEER-
SuM.* The source documents has an explicit
tree-like conversational structure,’ as illustrated
in Figure 1 (a real example is presented in Ap-
pendix A). In total, PEERSUM contains 14,993
samples (train/validation/test: 11,995/1,499/1,499)
for ICLR 2018-2022 and NeurIPS 2021-2022; see
Table 1 for some statistics. To summarise, PEER-
SUM has seven types of source documents (shown
in different colors in Figure 1): (1) official reviews
(reviews by assigned reviewers); (2) public reviews
(comments by public users); (3) author comments
(an overall response by paper authors); (4) offi-
cial responses; (5) public responses; (6) author re-
sponses within a thread; and (7) the paper abstract.
It also features some metadata for each sample: (1)
paper acceptance outcome (accept or reject); and
(2) arating (1-10) and confidence (1-5) for each
official review.

To compare PEERSUM with other MDS datasets,
we present some statistics on sample size and docu-
ment length for PEERSUM and several other MDS
datasets in Table 2.

We next present some analyses to understand the
degree of conflicts in the source documents, and
abstractiveness and faithfulness in the summaries.

3.2 Conflicts in Source Documents

One interesting aspect of PEERSUM is that source
documents are not only featuring explicit hierar-
chical conversational relationships but also present-
ing conflicting information or viewpoint occasion-
ally such as conflicting sentiments shown in Table
4. We extract conflicts among source documents
based on review ratings in different official reviews.
Denoting CF for samples with conflicts where at
least one pair of official reviews that have a rat-
ing difference > 4 (otherwise Non—CF), we found
that 13.6% of the dataset are CF samples. The
meta-reviews for these instances will need to han-
dle these conflicts. In our experiments (Section 5)
we present some results to show whether summa-
rization systems are able to recognize and resolve
conflicts in these difficult cases.

*Henceforth we use the terms summary and meta-review
interchangeably in the context of discussion of PEERSUM.
5The average tree height/width = 3.63/5.31.
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Metric PEERSUM  WikiSum Multi-News WCEP Multi-XScience
Domain Peer-review  Wikipedia News News Scientific
#Samples 15,983 1,655,709 56,216 10,200 40,528
#Documents/Sample 10.48 40 2.79 63.38 4.45
#Sentences/Document 19.66 2.85 30.40 18.24 7.10
#Tokens/Document 397.32 54.54 690.97 439.24 172.90
#Sentence/Summary 6.51 5.17 10.12 1.44 5.06
#Tokens/Summary 142.74 121.20 241.61 30.53 116.41

Table 2: Statistics of PEERSUM and other MDS datasets.

M1 “This meta-review is written after considering the re-
views, the authors’ responses, the discussion, and the
paper itself.”

M2 ... the authors made substantial improvements during

the discussion phase ...”

M3 .. but the bar for introducing yet another variant of
memory-augmented neural nets has been significantly
raised, which is a sentiment shared by the reviewers.
the author’s response had not swayed the reviewers’

opinion, and i am sticking to the reviewers’ decisions.

ER)

Table 3: Three example meta-reviews (M1, M2, and
M3) of meta-review sentences to show that the meta-
reviewer is trying to comprehend and carefully summa-
rize information from the paper, the individual reviews,
and multi-turn discussions between paper authors and
reviewers.

3.3 Abstractiveness and Faithfulness of
Summaries

Abstractiveness — the degree that a summary con-
tains novel word choices and paraphrases — is an
important quality for MDS datasets. Following
Fabbri et al. (2019) and Ghalandari et al. (2020),
we preprocess source documents and summaries
with lemmatisation and stop-word removal, and
calculate the percentage of unigrams, bigrams, and
trigrams in the summaries that are not found in
the source documents and present the results in Ta-
ble 5. We see that PEERSUM summaries are highly
abstractive, particularly for bigrams and trigrams.
Although Multi-XScience is the most abstractive,
as discussed in Section 2.1 the summaries are not
always reflective of the content of source docu-
ments.

To understand whether the summaries in PEER-
SuUM are faithful to the source documents, i.e.,
whether the statements/assertions in the meta-
review are grounded in the source documents, we
perform manual analysis to validate this. We recruit
10 volunteers to annotate 60 samples (25 Non—CF

S1: The approach proposed in the paper seems to be a
small incremental change on top of the previous GNN
pre-train work. The novelty aspect is low.

S2: The main contribution is the novel pre-training
strategy introduced. The work has potential high im-
pact in the research area...

P1

P S1: Introduction section is not well-written.

S2: This paper is well written and looks correct.

Table 4: Two example pairs (P1 and P2) of contradic-
tory sentiments between official reviewers for two sci-
entific papers, and italic texts are conflicts between the
two sentences (S1 and S2).

Dataset Unigram Bigram  Trigram
PEERSUM 28.28 82.31 92.95
WikiSum 22.75 63.55 79.34
Multi-News 23.49 66.10 82.01
WCEP 5.25 37.62 65.27
Multi-XScience 44.09 86.54 96.40

Table 5: Percentage of novel n-grams in the summaries
of different datasets.

and 35 CF) to highlight text spans in the summary
that can be semantically anchored to the source
documents (full instructions for the task is given
in Appendix C).® Based on the results in Table 6,
we can see that for samples with non-conflicting
reviews (first row), almost 80% of the words in
the meta-reviews are grounded in the source doc-
uments. Although this percentage drops to 72%
when we are looking at the more difficult cases
with conflicting reviews (second row), our analy-
sis reveals that the meta-reviews are by and large
faithful, indicating that they function as a good
summary of the reviews, discussions and the paper
abstract.
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Figure 2: There are six main components in the RAMMER architecture: (1) a relationship-aware sparse encoder to
encode source documents; (2) a vanilla Transformer decoder to generate meta-reviews; (3) two different regression
layers to predict reviewer confidences and review ratings; (4) two classification layers to predict the type of each
source document and the paper acceptance outcome. There are two different types of attention mechanisms: ’full
attention within a document’ denotes that there are attention calculation between tokens within a document and
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relationship-aware sparse attention’ denotes that there are attention calculation between tokens in documents only

when there is a connection between the two documents in the corresponding tree-like hierarchical structure.

Mean Anchored
Data  #Samples Variance  Words (%)
Non-CF 25 0.717 79.67%
CF 35 6.668 72.74%

Table 6: Percentage of words in the meta-review
grounded in the source documents in CF and Non—CF
samples. “Mean Variance” denotes the average of rat-
ing variance of official reviews.

4 The RAMMER Model

We now describe RAMMER, a meta-review genera-
tion model that captures the conversational struc-
ture in the source documents (Section 4.1) and
uses a multi-task objective to leverage metadata
information (Section 4.2). RAMMER is built on an
encoder-decoder PLM to automatically generate a
summary/meta-review Y from a cluster of source
documents D; its overall architecture is presented
in Figure 2. The input to RAMMER is the concate-
nation of all source documents (D) and we insert
a delimiter <doc-sep> to denote the start of each
document.”

8 All volunteers are PhD students who major in computer
science and are familiar with peer-reviewing.

"For PLMs that do not have <doc-sep> in their tokenizers
we use </s> instead.

4.1 Relationship-Aware Sparse Attention

To explicitly incorporate hierarchical relation-
ships among source documents into the pre-
trained Transformer model, we propose an encoder
with relationship-aware sparse attention (RSAttn),
which improves the summarization performance
with the introduction of structural inductive bias.
The main idea is to use sparse attention by con-
sidering hierarchical conversational relationships
among source documents.

Based on the tree-like hierarchical conversa-
tional structure and the nature of meta-review gen-
eration, we extract seven types of relationships
which are represented as matrices (an element is 1
if one document is connected to another, else 0):

* Ry, ancestor-1 which captures the parent
asymmetric relationship and the attention
from the parent document towards to the cur-
rent one;

* Ry, ancestor-all which captures the ancestor
asymmetric relationship as the ancestor docu-
ments would provide context for the current
one;

* Rj3, descendant-1 which captures child asym-
metric relationship and the attention from the
child document towards to the current one;

* Ry, descendant-all which captures descen-
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dant asymmetric relationship as sometimes
concerns would be addressed after the discus-
sion in descendant documents;

* Rs, siblings which captures the sibling sym-
metric relationship as usually reviewers or the
paper authors use sibling documents to pro-
vide more complementary information;

* Rg, document-self which captures the full
self-attention among each individual docu-
ment as token representations are learned
based on a rich context within the document;

* Ry, same-thread which captures the symmet-
ric relationship among documents which are
in the same thread (source documents in each
grey dashed rectangle in Figure 1) as usu-
ally documents in the same thread are talking
about the same content.

Next, we use a weighted combination of these
relationship matrices to mask out connections to
those source documents not included in any rela-
tionships for each source document and scale the at-
tention weights. The output of each head in RSAttn
in the [-th layer is calculated as:

QKTQZjﬂj'R;‘
Vg

where @, K, and V are representations after the
non-linear transformation of H;_1, the output of
the previous layer, or X, the output of the embed-
ding layer from the input D’ with delimiter tokens;
[ is a very small-scale trainable balancing weight
vector for different relationships initialized with
a uniform distribution, and different heads have
different 3, as different heads in each layer may fo-
cus on different relationships; R;f is automatically
extended from R; (if an element of R; ), , is 1, ele-

H,; = softmax( W, (D)

ments of R} from tokens of the p-th document to
tokens of the g-th one are 1, else 0.).

To reduce memory consumption, we implement
masking with matrix block multiplication instead
of whole attention masking matrices, which means
that we only calculate attention weights between
every two documents that have at least one relation.
This makes the model work for long source docu-
ments without substantially increasing computation
complexity.

4.2 Multi-Task Learning

To utilise metadata information in PEERSUM —
review rating, review confidence, paper acceptance
outcome and source document type (Section 3.1) —

we train RAMMER on four auxiliary tasks. We use
the output embeddings from the encoder to predict
review ratings/confidences and source document
types, and the output embeddings from the decoder
to predict the paper acceptance outcome. Formally,
the overall training objective is:

L=oagly+acLe+a L+ aol,+ oLy (2)

where « is used to balance different objectives, £,
the standard cross-entropy loss for text generation
based on the reference meta-review, { L., L} the
mean squared error for predicting the review confi-
dence and review rating respectively, and {L,, L}
the cross-entropy loss for predicting the paper ac-
ceptance outcome and the source document type
respectively. Next, we describe more details about
auxiliary tasks for the encoder and the decoder.

4.2.1 Encoder Auxiliary Tasks

We use Z¢ to denote the set of indices contain-
ing the special delimiters in the input. Auxiliary
objectives of multi-task learning for the encoder
are then based on the embeddings of these delim-
iters. Denoting the output embeddings produced
by RAMMER’s encoder as H, we use two regres-
sion layers to predict the review confidences ¢ and
review ratings 7 respectively:

d

é; =sigmoid(MLP(H)), 3)
d

7; = sigmoid(MLP(H") (4)

where Iid denotes the index of the delimiter token

d
of the i-th official review, and H, eI ¢ denotes the
corresponding embedding. L. and L, are then
computed as:

L. =mse(¢,c), L, =mse(r,r), (5

where mse denotes mean squared error, and ¢ and
r denote the normalised ([0 — 1]) vector of ground
truth review confidences and the review ratings,
respectively.

To predict the types of source documents we
apply a classification layer on the contextual em-
beddings of its delimiter tokens. The predicted
classification distribution (jj of the j-th source
document is computed as follows:

. a
O; = softmaX(MLP(HeI] ) (6)

74
where H.’ denotes the embedding of the j-th
source document and I}j is the corresponding index
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Initialization R-L BERTS ACC
BART 27.51 15.57 0.738
PRIMERA 29.30 13.24 0.745
LED 30.31 17.35 0.759

Table 7: RAMMER performance when initialized with
different pre-trained language models.

in Z¢. The total loss for predicting all the document
types, Lo, is:

17|
1 .
L, = 7\1‘1\ jEZl cross-entropy(0j, O;),  (7)

where O is the one-hot embedding of the ground
truth document type of the j-th source document.

4.2.2 Decoder Auxiliary Tasks

There is only one auxiliary objective for the de-
coder, to predict the paper acceptance outcome
(accept vs. reject):

a = MLP(mean(Hy)), (8)
L, = cross-entropy(a, a), ©)

where H is the output embeddings from the last
layer of the decoder and a is the one-hot embed-
ding of the ground truth paper acceptance.

5 Experiments

5.1 Experimental Setup

We compare RAMMER with a suite of strong
abstractive text summarization models.® We
have three groups of models that target differ-
ent types of summarization:* (1) short single-
document: BART (Lewis et al., 2020) and PE-
GASUS (Zhang et al., 2020a); (2) long single-
document: LED (Beltagy et al., 2020) and Pega-
susX (Phang et al., 2022); and (3) multi-document:
PRIMERA (Xiao et al., 2022). We use the large
variant for these models (which have a similar num-
ber of parameters). We fine-tune these models on
PEERSUM using the default recommended hyper-
parameter settings. All models have the same maxi-
mum output tokens (512), but they feature different
budgets of the maximum input length. Given a se-
quence length budget, for each sample we divide
the budget by the total number of source docu-
ments to get the maximum length permitted for

8 All experiments are run on 4 NVIDIA 80G A100 GPUs.
We fine-tune these pre-trained models on PEERSUM with
the Huggingface library (https://huggingtace.co/).

each document and truncate each document based
on that length. During training of RAMMER, we
use a batch size of 128 with gradient accumulation
and label smoothing of 0.1 (Miiller et al., 2019).
We tune RAMMER’s «v (Section 4.2) using the val-
idation partition and the optimal configuration is:
oag = 2,0, = 2,00, = La, = 1,04 = 2,
indicating that all metadata benefit the final per-
formance and the reviewer confidence and paper
acceptance outcome are the more important fea-
tures. We present more details on training and
hyper-parameter configuration in Appendix B.

5.2 Automatic Evaluation on Generated
Meta-Reviews

We evaluate the quality of generated meta-reviews
with metrics including ROUGE (Lin and Hovy,
2003),'” BERTScore (Zhang et al., 2020b)'! and
UniEval (Zhong et al., 2022)!2. ROUGE and
BERTScore measure the lexical overlap between
the generated and ground truth summary, but the
former uses surface word forms and latter contex-
tual embeddings. UniEval achieves fine-grained
evaluation for abstractive summarization and it is
based on framing evaluation of text generation as a
boolean question answering task. As faithfulness
and informativeness are more important to sum-
marization, we only report the evaluation results
of “consistency” and “relevance” from UniEval,
respectively.

In addition to these metrics, we introduce an-
other evaluation metric (ACC) based on the meta-
data of PEERSUM. It is an alternative reference-
free metric that measures how well generated meta-
reviews are consistent with the ground truth meta-
reviews. To this end, we first fine-tune a BERT-
based classifier using ground truth meta-reviews
and paper acceptance outcomes, and then use this
classifier to predict the paper acceptance outcome
using generated meta-reviews. The idea is that if
the generated meta-review is consistent with the
ground truth meta-review, the predicted paper ac-
ceptance outcome should match the ground truth
paper acceptance outcome.

As RAMMER can use any encoder-decoder pre-
trained models as the backbone, we first present val-

"For ROUGE-L, we use the summary-level version
‘RougeLsum’ from https://pypi.org/project/
rouge—-score/.

11Following Koto et al. (2020), we use F1 metrics of
ROUGE and BERTScore.

Phttps://github.com/maszhongming/
UniEval
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Model(#Params) Test Data R-L1T BERTS?T UniEval-Cont UniEval-Relf ACCYT
BART (406M) Non-CF 27.50 16.61 72.97 79.87 0.728
PEGASUS (568M) Non-CF 27.24 14.75 74.52 80.78 0.725
PRIMERA (447M) Non—-CF 28.70 12.67 68.56 82.33 0.725
LED (459M) Non-CF 29.52 16.59 70.98 82.97 0.748
PegasusX (568M) Non-CF 29.65 17.36 73.44 82.24 0.745
RAMMER (459M) Non-CF 30.39* 17.42* 75.07* 83.84* 0.768
BART (406M) CF 26.84 14.89 71.85 78.74 0.683
PEGASUS (568M) CF 26.77 13.66 73.12 79.49 0.649
PRIMERA (447M) CF 29.13 12.33 66.85 81.70 0.639
LED (459M) CF 29.19 15.32 70.04 82.82 0.698
PegasusX (568M) CF 29.30 15.69 71.33 81.30 0.707
RAMMER (459M) CF 29.19 15.88* 73.21* 83.15* 0.724
RAMMER (459M) CF UNon-CF 30.23 17.21 74.82 83.75 0.762

w/o RSAttn (406M) CFUNon-CF  29.67 16.88 71.36 83.01 0.758

w/o multi-task (406M) CF UDNon-CF  30.27 17.01 72.99 83.57 0.749

Table 8: Performance of summarization models over PEERSUM in terms of ROUGE-L F1 (R-L), BERTScore F1
(BERTS), UniEval consistency (UniEval-Con) and relevance (UniEval-Rel) and paper outcome (ACC). Higher
value means better performance for all metrics. Results of ROUGE-1 and ROUGE-2 which are not present are
consistent with that of ROUGE-L. *: significantly better than others in the same group (p-value < 0.05).

idation results for RAMMER where it is initialised
with BART, PRIMERA and LED with different
maximum input lengths (1,024, 4,096 and 4,096,
respectively) in Table 7. We see consistently that
the LED variant performs better than the other two,
and this helps us choose the LED variant as the
backbone of RAMMER. This also indicates that our
idea of RSAttn and multi-task learning with meta-
data can also work on other pre-trained language
models.

We next compare RAMMER with the baseline
text summarization models on the fest set in Ta-
ble 8!3. Here we also break the test partition into
CF and Non—CF samples. Broadly speaking, sum-
marisation performance across all metrics for CF is
lower than that of Non—CF, confirming our suspi-
cion that the CF instances are more difficult to sum-
marise. The disparity is especially significant for
ACC and BERTScore, suggesting that these two are
perhaps the better metrics for evaluate the quality
of generated meta-reviews. Comparing RAMMER
with the baselines, it is encouraging to see that it is
consistently better (exception: R-L results of most
models on CF samples are more or less the same).
This demonstrates the benefits of incorporating the
conversational structure and metadata in the source
documents into pre-trained language models. To
better understand the impact of RAMMER’s sparse

3Some random examples and corresponding model gener-
ations are present in Appendix D.

attention (RSAttn; Section 4.1) and multi-task ob-
jective (Section 4.2), we also present two RAMMER
ablation variants (the last three rows in Table 8). It
is an open question which method has more impact,
as even though most metrics (R-L, BERTScore and
UniEval) seem to indicate RSAttn is the winner,
ACC — which we believe is the most reliable met-
ric — appear to suggest otherwise. That said, we
can see they complement with each other and as
such incorporating both produces the best perfor-
mance.

5.3 Human Evaluation on Conflict
Recognition and Resolution

To dive deeper into understanding how well these
summarization models recognize and resolve con-
flicting information in source documents, we con-
duct a human evaluation.

We randomly select 40 CF samples and recruit
two volunteers'®. We ask them to first assess
whether each ground truth meta-review recognises
conflicts, 1.e., whether the meta-review discusses or
mentions conflicting information/viewpoints that
are in the official reviews. For each sample, the
volunteers are presented with all the source docu-
ments and are asked to make a binary judgement
about conflict recognition. We found that 23 out
of 40 ground truth meta-reviews have successfully

“Both volunteers major in computer science and are famil-
iar with peer-reviewing.
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Model Recognition Resolution
PRIMERA 3/23 2/23
LED 4/23 4/23
PegasusX 5/23 5/23
RAMMER 8/23 3/23

Table 9: Performances of summarization models on
conflict recognition and resolution for CF samples.

done this, and we next focus on assessing generated
meta-reviews for these remaining 23 samples.

For these 23 samples, we ask the volunteers
to assess conflict recognition for generated meta-
reviews. Additionally, we also ask them to judge
(binary judgement) whether the generated meta-
review resolves the conflicts in a similar manner
consistent with the ground truth meta-review. Con-
flict recognition and revolution results for RAM-
MER and three other baselines are presented in Ta-
ble 9. In terms of recognition, relatively speaking
RAMMER does better than the baselines which is
encouraging, but ultimately it still fails to recognise
conflicts in majority of the samples. When it comes
to conflict resolution, all the models perform very
poorly, indicating the challenging nature of resolv-
ing conflicts in source documents of PEERSUM.

6 Conclusion

We introduce PEERSUM, an MDS dataset for meta-
review generation. PEERSUM is unique in that
the summaries (meta-reviews) are grounded in the
source documents despite being highly abstrac-
tive, it has a rich set of metadata and explicit
inter-document structure, and it features explicit
conflicting information in source documents that
the summaries have to handle. In terms of mod-
elling, we propose RAMMER, an approach that
extends Transformer-based pre-trained encoder-
decoder models to capture inter-document relation-
ships (through the sparse attention) and metadata
information (through the multi-task objective). Al-
though RAMMER is designed for meta-review gen-
eration here, our approach of manipulating atten-
tion to incorporate the input structure can be easily
adapted to other tasks where the input has inter-
document relationships. Compared with baselines
over a suite of automatic metrics and human evalua-
tion, we found that RAMMER performs favourably,
outperforming most strong baselines consistently.
That said, when we assess how well RAMMER does
for situations where there are conflicting informa-

tion/viewpoints in the source documents, the out-
look is less encouraging. We found that RAMMER
fail to recognise and resolve these conflicts in its
meta-reviews in the vast majority of cases, suggest-
ing this is a challenging problem and promising
avenue for further research.

Limitations

Our work frames meta-review generation as an
MDS problem, but one could argue that writing
a meta-review requires not just summarising key
points from the reviews, discussions and the paper
abstract but also wisdom from the meta-reviewer
to judge opinions. We do not disagree, and to un-
derstand the extent to which the meta-review can
be “generated” based on the source documents we
conduct human assessment (Section 3.3) to vali-
date this. While the results are encouraging (as
we found that most of the content in the meta-
reviews are grounded in the source documents) the
approach we took is a simple one, and the assess-
ment task can be further improved by decomposing
it into subtasks that are more objective (e.g., by
explicitly asking annotators to link statements in
the meta-reviews to sentences in the source docu-
ments).

In the age of ChatGPT and large language mod-
els, there is also a lack of inclusion of larger mod-
els for comparison. We do not believe it makes
sense to include closed-source models such as Chat-
GPT for comparison (as it is very possible that
they have been trained on OpenReview data), but it
could be interesting to experiment with large open-
source models such as OPT (Zhang et al., 2022),
LLaMA (Touvron et al., 2023) or Falcon (Al-
mazrouei et al., 2023). We contend, however, the
results we present constitute preliminary results,
and that it could be promising direction to explore
how RAMMER’s RSAttn can be adapted for large
autoregressive models.

Lastly, we only consider explicit conversational
structure in this paper. As our results show, in-
corporating such structure only helps to recognise
conflicts to some degree but not for resolving them.
It would be fascinating to test if incorporating im-
plicit structure, such as argument and discourse
links, would help. This is not explored in this paper,
but it would not be difficult to adapt our methods
to incorporate these structures.
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A Appendix: Different types of source documents in PEERSUM

We present a real PEERSUM example with annotation in Figure 3. Please note that we randomly select
this example from PEERSUM and we have removed the author names of the paper and reviewer names,
and the content in this real example is not the same as in the synthesized example in Figure 1, while both
of the two feature hierarchical inter-document relationships. As shown in Figure 3, automatic meta-review
generation is aiming to generate the meta-review automatically based on the paper abstract, official and
public reviews and the multi-turn discussions.

GraphGAN: Generating Graphs via Random Walks

16 Febr2618 frmodified: t6-Fetr2018) ~ 1CtR 2018-Conference Blind Submission— —Readers: €3-Everyone — ~Show-Bibstex— ~Show Revisioms

Abstract: We propose GraphGAN - the first implicit generative model for graphs that enables to mimic real-world networks.

We pose the problem of graph generation as learning the distribution of biased random walks over a single input graph. Paper abstract
Our model is based on a stochastic neural network that generates discrete output samples, and is trained using the Wasserstein GAN objective. GraphGAN enables us to generate sibling graphs, which

have similar properties yet are not exact replicas of the original graph. Moreover, GraphGAN learns a semantic mapping from the latent input space to the generated graph's properties. We discover that
sampling from certain regions of the latent space leads to varying properties of the output graphs, with smooth transitions between them. Strong generalization properties of GraphGAN are highlighted

by its competitive performance in link prediction as well as promising results on node classification, even though not specifically trained for these tasks.

TLIDRT USING GANS O Gengrate graprs via random walks:

Keywords: GAN, graphs, random walks, implicit generative models

Paper abstract thread

-1 ICLR 2018 Conference Acceptance De
ICLR 2018 Conference Program Chairs
30Jan 2018 (modified: 30 Jan 2018)  ICLR 2018 Conference Acceptance Decision  Readers: @ Everyone
Decision: Reject
Comment: This paper proposes an implicit model of graphs, trained adversarially using the Gumbel-softmax trick. The main idea of feeding random
walks to the discriminator is interesting and novel. However,
1) The task of generating 'sibling graphs', for some sort of bootstrap analysis, isn't well-motivated.
2) The method is complicated and presumably hard to tune, with two separate early-stopping thresholds that need to be tuned
3) There is not even a mention of a large existing literature on generative models of graphs using variational autoencoders.

n Meta-review

Revision summary ¢ Author comment
ICLR 2018 Conference Paper876 Authors

05Jan2018  ICLR 2018 Conference Paper876 Official Comment ~ Readers: @ Everyone

Comment: Based on the reviewers' comments we have made the following improvements to our paper:

* Added more details on the experimental setup (Section 4.4).

Claims and evaluation need some work &

ICLR 2018 Conference Paper876 AnonReviewer1

03 Dec 2017 (modified: 11Jan 2018)  ICLR 2018 Conference Paper876 Official Review ~ Readers: @ Everyone

Review: This paper proposes a WGAN formulation for generating graphs based on random walks. The proposed generator model combines node
embeddings, with an LSTM architecture for modeling the sequence of nodes visited in a random walk; the discriminator distinguishes real from fake
walks.

Official review

Author comment thread

Rating: 4: Ok but not good enough - rejection
Confidence: 5: The reviewer is absolutely certain that the evaluation is correct and very familiar with the relevant literature

-] Authors' answer pt. 1 Author response
ICLR 2018 Conference Paper876 Authors
08 Dec 2017  ICLR 2018 Conference Paper876 Official Comment  Readers: @ Everyone
Comment: Thank you for your review.

In the following comment we address your other concerns.

-1 Authors' answer pt. 2
ICLR 2018 Conference Paper876 Authors
08Dec 2017  ICLR 2018 Conference Paper876 Official Comment  Readers: @ Everyone
Comment: 1) Generalization
The problem of detecting (near-)isomorphism between two graphs is extremely challenging in general (when the nodes may be permuted). In our
case, since the ordering in both the original and sibling graphs is identical, having low edge overlap directly implies that they are not (nearly)
isomorphic, (note that the model is still invariant to node permutations). Additionally, given the strong link prediction performance, we can surely
claim that the model does not simply "memorize" the original graph, and that the "sibling” graphs contain edges that are plausible but not present in
the input graph.

Author response

Official review thread

-1 The constructed matrix S while training with EO early stop strategy Public review

27Nov2017  ICLR 2018 Conference Paper876 Public Comment  Readers: @ Everyone
Comment: It's a very interesting work! There are two parts that I'm confused after reading the paper:

- Re: The constructed matrix S while training with EO early stop strategy ¢ Author response
ICLR 2018 Conference Paper876 Authors
28Nov2017  ICLR 2018 Conference Paper876 Official Comment  Readers: @ Everyone
Comment: Thank you for your comment and interest in our work!

hread

(-] one more question Public response

28 Nov 2017 (modified: 29 Nov 2017) ICLR 2018 Conference Paper876 Public Comment Readers: @ Everyone
Comment: Thanks for your clear reply! And one more question

1c review t

In Section 3.1, the next sample is generated as v_{t} = onehot(argmax v_{t}"{*}). How is this step differentiable? As argmax is a hard assignment, the
gradients cannot be passed to v_{t}\{*} during backward as you claimed. Maybe I misunderstand somewhere?

Publ

1 Re: one more question §
ICLR 2018 Conference Paper876 Authors
28Nov2017  ICLR 2018 Conference Paper876 Official Comment  Readers: @ Everyone
Comment: We use the Straight-Through Gumbel-Softmax estimator that is described in [1]. In a nutshell, this allows us to approximate sampling from
a categorical distribution in a differentiable way.

Author response

[1] Jang, Eric, Shixiang Gu, and Ben Poole. "Categorical reparameterization with Gumbel-softmax." ICLR 2017

Figure 3: A set of source documents and the corresponding meta-review for a scientific paper in PEERSUM.
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B Appendix: Hyper-parameters for fine-tuning pre-trained text summarization models

We present all hyper-parameters in Table 10 for all models.

Model Max-len(in/out) optimizer Ir warm scheduler batch beam length
up size size  penalty
BART 1,024/512 Adafactor 3e-5 Ok constant schedule 64 5 1.0
PEGASUS 1,024/512 Adafactor Se-5 0k square root decay 256 8 0.8
PRIMERA 4,096/512 Adam 3e-5 0.5k linear decay 16 5 1.0
LED 4,096/512 Adam 3e-5 0.2k linear decay 32 5 0.8
PegasusX 4,096/512 Adafactor 8e-4 Ok constant schedule 64 1 1.0
RAMMER 4,096/512 Adafactor 5e-5 0.2k linear decay 128 5 1.0

Table 10: Hyper-parameters for all models in experiments.

C Appendix: Instructions for annotation of PEERSUM quality

Welcome to the annotation project for PeerSum. Please have a careful read of the project introduction and
task instructions and finish the tasks in the separate document.

Introduction of the project:

To enhance the capabilities of multi-document summarization systems we present PeerSum, a novel
dataset for automatically generating meta-reviews of scientific papers based on reviews, multi-turn
discussions and the paper abstract in the peer-reviewing process in https://openreview.net/. In the reviewing
process, all assigned reviewers and public users can give comments to each paper, and then the author of
the paper might respond to those comments. There may be a couple of rounds of discussions or rebuttals
during the reviewing process. In the end, the meta-reviewer will write a summary of these comments and
discussions, to support their final decision on the paper acceptance. Usually, meta-reviewers are supposed
to write the meta-review based on summarizing all reviews, discussions, and the paper abstract, but they
may sometimes draw on some external knowledge which is not present in the source documents, such as
their own knowledge in the field, reading of the full paper beyond the paper abstract.

The objective of the annotation task is to assess whether the statements/assertions in meta-reviews are
exclusively drawn from the reviews, discussion and the paper abstract which are the source documents in
PeerSum. Annotators are expected to help highlight the statements/assertions in meta-reviews that can
be drawn from the source documents. Highlighted texts will be heavily dependent on source documents
and mainly talk about information that is present in the source documents, while they will not be heavily
dependent on meta-reviewer’s judgements, the meta-reviewer’s own knowledge in the field, reading of the
full paper beyond the paper abstract, or any other external knowledge relative to the source documents.
Please note that if assertions have very light judgement from meta-reviewers but the content are mostly
drawn from source documents, we will prefer to highlight these assertions, as these assertions usually
cover much about critical information in the source documents.

Instructions for the task:

Each of you will get 6 samples in total. For each sample:

* Please carefully read the source documents including the paper abstract, reviews by different
reviewers, and discussions between reviewers and the author (all responses) in the linked OpenReview
page.

* Please read the meta-review which is the same as the section of Paper Decision in the corresponding
OpenReview link, and highlight all assertions or statements (which may be a clause, a sentence, or a
paragraph) which draws knowledge solely from source documents with the colour of

Annotation examples:

Please also carefully read the following two examples of annotation tasks. We also prepare explanations
for unhighlighted or highlighted texts following each example, but you do not need to write explanations
when annotating.
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Example one

Source Documents:

Link to OpenReview: https://github.com/ocaimli/PeerSum/blob/main/examples/
Hygy0lStvH.pdf

Meta-review:

Example two

Source Documents:

Link to OpenReview: https://github.com/caimli/PeerSum/blob/main/examples/
H1DkN7ZCZ.pdf

Meta-review:

which would enable the broader
research community to directly compare against the methods presented here. The use of only private
datasets is concerning regarding the future impact of this work.

This question doesn’t seem to be addressed in the paper. Given the
pros and cons, the committee recommends this interesting paper for workshop.

Explanations:

* “However, perhaps authors could have sourced genetic data from these recommended public repos-
itories to create synthetic scenarios,” is highlighted, because this assertion is logically based on
recommended public repositories and synthetic scenarios which are from source documents.

* “which would enable the broader research community to directly compare against the methods
presented here. The use of only private datasets is concerning regarding the future impact of this
work.” is not highlighted, because this is heavily based on meta-reviewer’s own experience in the
field or suggestion about impact of the paper.

* “This question doesn’t seem to be addressed in the paper.” is not highlighted, because it is a meta-
reviewer’s own judgement about the paper.

* In “Given the pros and cons, the committee recommends this interesting paper for workshop.” which
is not highlighted, there is external knowledge about the workshop information.

Example three

Source Documents:

Link to OpenReview: https://github.com/caimli/PeerSum/blob/main/examples/
ZeE81SFTsl.pdf

Meta-review:

Dear authors, I apologize to the authors for insufficient discussion in the discussion period. Thanks for
carefully responding to reviewers. Nevertheless, I have read the paper as well, and the situation is clear
to me (even without further discussion). I will not summarize what the paper is about, but will instead
mention some of the key issues. 1) The proposed idea is simple, and in fact, it has been known to me for a
number of years. I did not think it was worth publishing. This on its own is not a reason for rejection, but
I wanted to mention this anyway to convey the idea that I consider this work very incremental.
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In such a case, the paper should be judged by its practical performance, novelty and efficacy of ideas, and
the strength of the empirical results, rather than on the theory. However, these parts of the paper remain
lacking compared to the standard one would expect from an ICLR paper.

which have already been surpassed in subsequent work. Indeed, QSGD was developed 4 years ago. The
quantizers of Horvath et al in the natural compression/natural dithering family have exponentially better
variance for any given number of levels. This baseline, which does not use any adaptivity, should be better,
I believe, to what the author propose. If not, a comparison is needed. 5) FedAvg is not the theoretical
nor practical SOTA method for the problem the authors are solving. Faster and more communication
efficient methods exist. For example, method based on error feedback (e.g., the works of Stich, Koloskova
and others), MARINA method (Gorbunov et al), SCAFFOLD (Karimireddy et al) and so on. All can be
combined with quantization. I did
not find any comments in the review of this reviewer that would sufficiently justify the high score. The
review was brief and not very informative to me as the AC.

7) There are issues in the mathematics — although the mathematics is simple and not the key of the
paper. This needs to be thoroughly revised. 8) Why should
expected variance be a good measure? Did you try to break this measure? That is, did you try to construct
problems for which this measure would work worse than the worst case variance? Because of the above,

, I have no other option but to reject the paper. Area
Chair

Explanations:

* In this meta-review, the meta-reviewer write it based on own reading of the full paper. In this kind
of cases, meta-reviewers draw on external knowledge, but some of the assertions are still based on
source documents, such as “All other reviewers were inclined to reject the paper”.

* “Dear authors, I apologize to the authors for insufficient discussion in the discussion period. Thanks
for carefully responding to reviewers.” is not highlighted, because this is coordination words and
some own judgements from the meta-reviewer.

* “Nevertheless, I have read the paper as well, and the situation is clear to me (even without further
discussion).” is not highlighted, because this is based on meta-reviewer’s own reading of the full
paper.

* “I will not summarize what the paper is about, but will instead mention some of the key issues.” is
not highlighted, because this is coordination words from the meta-reviewer.

* “1) The proposed idea is simple, and in fact, it has been known to me for a number of years. I did not
think it was worth publishing. This on its own is not a reason for rejection, but I wanted to mention
this anyway to convey the idea that I consider this work very incremental.” is not highlighted, because
this is based on the meta-reviewer’s own experience.

* “In such a case, the paper should be judged by its practical performance, novelty and efficacy of
ideas, and the strength of the empirical results, rather than on the theory. However, these parts of
the paper remain lacking compared to the standard one would expect from an ICLR paper.” is not
highlighted, because this is the meta-reviewer’s experience about the standard of ICLR.

* “which have already been surpassed in subsequent work. Indeed, QSGD was developed 4 years ago.
The quantizers of Horvath et al in the natural compression/natural dithering family have exponentially
better variance for any given number of levels. This baseline, which does not use any adaptivity,
should be better, I believe, to what the author propose. If not, a comparison is needed.” is not
highlighted, because this is based on the meta-reviewer’s experience in the field.

* “5) FedAvg is not the theoretical nor practical SOTA method for the problem the authors are
solving. Faster and more communication efficient methods exist. For example, method based on
error feedback (e.g., the works of Stich, Koloskova and others), MARINA method (Gorbunov et
al), SCAFFOLD (Karimireddy et al) and so on. All can be combined with quantization.” is not

7103



highlighted, because this is based on the meta-reviewer’s experience in the field.

* “I did not find any comments in the review of this reviewer that would sufficiently justify the high
score. The review was brief and not very informative to me as the AC.” is not highlighted, because
this is meta-reviewer’s judgement on the review.

* “7) There are issues in the mathematics — although the mathematics is simple and not the key of
the paper. This needs to be thoroughly revised.”, this is not highlighted because it is based on
meta-reviewer’s reading of the full paper.

* “8) Why should expected variance be a good measure? Did you try to break this measure? That is, did
you try to construct problems for which this measure would work worse than the worst case variance?
Because of the above, and”, this is not highlighted because it is based on the meta-reviewer’s own
knowledge in the field.

* “I have no other option but to reject the paper. Area Chair” is not highlighted, as this is the
meta-reviewer’s judgement on the paper.

D Appendix: Generated meta-reviews for PEERSUM by different models

We present five groups of example meta-reviews generated by fully-supervised PRIMERA, LED, Pega-
susX, and RAMMER in Table 11 with the input of varying lengths, 1,024, 4,096, and 4,096, respectively,
and also ROUGE scores measuring the quality of generated meta-reviews in comparison to the ground
truth one. These examples are randomly selected from the test set of PEERSUM. It is clear to see that
although RAMMER outperforms other strong baseline models in terms of evaluation metrics in Table 8,
the quality of generated meta-reviews still needs to be improved. This further confirms our claim that
PEERSUM is a really challenging dataset.

Example 1, https://github.com/ocaimli/PeerSum/blob/main/examples/el.pdf
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Ground  truth Understanding neural networks once they have been trained is a big open problem

meta-review

for machine learning. This manuscript designed graph theoretic and informa-
tion theoretic measures aimed at helping us understand community structure and
function in trained networks. In particular, they measure community structure
(modularity) and entropy for trained networks and related these to the performance
of the networks. The manuscript runs experiments with fully connected networks
on problems such as MNIST and CIFAR. Both community structure and entropy
measures are shown to correlate (Spearman and Pearson correlation coefficients)
with performance metrics in the networks studied. Reviewers tended to agree that
the paper was well written and motivated by an interesting and timely question
(understanding trained networks). However, on the whole, most of the reviewers
believe that the manuscript is too preliminary for publication at ICLR and I agree.
A central issue cited by most of the reviewers is that the experiments are performed
on small/toy models for small tasks and under particular hyperparameter regimes.
It is therefore unclear to what extent the results would generalize to other situations.
E.g. would the results hold for larger dataset or for convolutional neural networks?
Connected to this complaint, reviewers worry that there is not enough connection to
the literature and baseline methods that could be used to predict performance given
measures of trained network activity. Even allowing that the observed correlations
are true and generalizable, are these measures better than those covered elsewhere
in the literature? Additionally problematic, the measures are not theoretically
justified either. Thus, we are missing both reasoned arguments for the metrics
and robust quantification beyond a limitted experimental setting. One reviewer,
Xmnm, is compelled by the work and recommends acceptance. However, they
do not present a compelling case for acceptance, and even repeat several of the
concerns raised by other reviewers. In sum, the work is on an interesting subject
and timely, but needs further work to be ready for publication.

PRIMERA

This paper proposes two methods to analyze the behavior of neurons in neural nets.
The main idea is to study the neuron activation patterns of classification models and
explore if the performance can be explained through neurons’ activation behavior.
The authors propose two approaches: one that models neurons’ activation behavior
as a graph and examines whether the neurons form meaningful communities, and
the other that examines the predictability of neurons’ behavior using entropy.
The paper is interesting, easy to read, and very well-structured. Furthermore,
the subject of the paper is very relevant: the exploration of tools to increase the
understanding and explainability of neural models. However, several major con-
cerns are obvious: (1) The contribution of this paper is not properly compared
against existing methods, making it difficult to tell their significance. (2) The
scalability of this work is suspicious. There ‘s no guarantee that proposed acti-
vation analysis methods will also show the same correlation tendency in other
neural networks with more complicated architectures than multi-layer perceptron
networks. (3) Experiments on other various hyperparameters/conditions that can
affect neuron configurations or learning ability of the neural network(e.g., pruning)
could add more validities to their ‘comprehensive experimental study’. (4) The
suggested explanatory methodologies and approaches were pretty persuasive to
explain the network behavior in microscopic context. Nevertheless, the scalability
and practicality of the work should be examined carefully.

(ROUGE-1: 0.37184, ROUGE-2: 0.04348, ROUGE-L: 0.34657)

7105



LED

This paper proposes two new metrics to analyze the behavior of neurons in neural
nets. The main idea is to study the neuron activationpatterns of classification
models and explore if the performance can be explained through neurons’ acti-
vation behavior. The authors propose two approaches: one that models neurons’
activation behavior as a graph and examines whether the neurons form meaningful
communities, and the other that examines the predictability of neurons’ behavior
using entropy.

The reviewers agree that this is an interesting paper and the authors have done a
good job in their rebuttal. However, the paper is not ready for publication at ICLR
due to the following reasons:

1. There are many existing approaches in explaining deep learning models, such
as turning deep models into decision trees in "Distilling a Neural Network Into a
Soft Decision Tree". Then complexity measurement of the decision tree can be a
baseline. It would be interesting to see how the techniques presented in this paper
compare to other techniques already present in the literature.

(ROUGE-1: 0.36032, ROUGE-2: 0.07317, ROUGE-L: 0.34008)

PegasusX

The paper proposes two methods to analyze the behavior of neurons in neural nets.
The main idea is to study the neuron activation patterns of classification models and
explore if the performance can be explained through neurons’ activation behavior.
The authors propose two approaches: one that models neurons’ Activation behavior
as a graph and examines whether the neurons form meaningful communities, and
the other that examines the predictability of neurons’ behavior using entropy. The
paper is interesting, easy to read, and well-structured. However, the paper is below
the acceptance threshold. The reviewers raised several concerns, including the lack
of a thorough literature survey, the lack and limited experimental validation, and
concerns about the scalability of the proposed methods. The AC agrees with the
reviewers and recommends rejection.

(ROUGE-1: 0.32743, ROUGE-2: 0.03111, ROUGE-L: 0.29646)

RAMMER

The paper proposes two methods to analyze the behavior of neurons in neural nets.
The authors propose two approaches: one that models neurons’ activation behavior
as a graph and examines whether the neurons form meaningful communities, and
the other that examines the predictability of neurons’ behavior using entropy. They
found that entropy is negatively correlated withtraining accuracy, modularity is
correlated with training accuracy, and that the number of well defined neural
communities increase with accuracy.

The reviewers agree that the paper is interesting, easy to read, and very well-
structured. The main technical contribution of this paper comes from explaining
the neural classifiers by combining the graph-theoretic and information- theoretic
approaches. The reviewers pointed out that the entropy based performance metric is
a novel contribution, which sets our work apart from previous researches. However,
the scalability and practicality of the work should be examined carefully.
(ROUGE-1: 0.35319, ROUGE-2: 0.06410, ROUGE-L: 0.34043)

Example 2, https://github.com/ocaimli/PeerSum/blob/main/examples/e2.pdf
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Ground  truth
meta-review

This paper studies the method to achieve the batch size-invariant for policy gradient
algorithms (PPO, PPG). The paper achieves this by decoupling the proximal policy
from the behavior policy. Empirical results show that the methods are somewhat
effective at providing batch size invariance.

After reading the authors’ feedback, the reviewer discussed the paper and they
did not reach a consensus. On the one hand, the rebuttal made some reviewers
change their minds who appreciated the explanations provided by the authors and
the new Figure that better highlights the batch size invariance property. On the
other hand, some reviewers think that there is still significant work to be done to
get this paper ready for publication. In particular, it is necessary to improve the
theoretical analysis and the evaluation of the empirical results.

I encourage the authors to follow the reviewers’ suggestions while they will update
their paper for a new submission.

PRIMERA

This paper proposes a new method to deal with batch size-invariance for policy
optimization algorithms such as PPO and PPG. The key insight is to decouple the
proximal policy (used for controlling policy updates) from the behavior policy (
used for off-policy corrections). Our experiments help explain why these algo-
rithms work, and additionally show how they can make more efficient use of stale
data.

The reviewers agree that this paper studies an interesting problem of batch size
invariance. The writing is clear, and the method is easy to understand. The
experimental results are sufficient to demonstrate the effectiveness of the proposed
method.

However, the reviewers also agree that the paper could be improved in terms
of clarity of presentation and the design of the experiments. In particular, it is
important to provide a more rigorous analysis of our ablations, showing that the
effects of all of the ablations are statistically significant at the 0.1

(ROUGE-1: 0.48780, ROUGE-2: 0.17439, ROUGE-L: 0.46612)

LED

This paper proposes a method to achieve batch size-invariance for policy opti-
mization. The reviewers agree that this is an interesting problem and the paper is
well-written. However, the reviewers also agree that the paper lacks theoretical
justification, and the claim of the batch size invariant property is vague and weak.
The authors are encouraged to improve the paper and resubmit to a future venue.
(ROUGE-1: 0.41284, ROUGE-2: 0.21296, ROUGE-L: 0.40367)

PegasusX

The paper proposes a method to achieve batch size invariance for policy optimiza-
tion algorithms such as PPO and PPG. The paper achieves this by decoupling
the proximal policy from the behavior policy. The experiments demonstrate the
effectiveness of the method. The reviewers were unanimous in their opinion that
the paper is not ready for publication at ICLR. The main concerns were around the
clarity of the presentation and the experimental design. The authors have addressed
some of the concerns in their rebuttal, but the paper still needs significant work
before it can be accepted.

(ROUGE-1: 0.52846, ROUGE-2: 0.23770, ROUGE-L: 0.50407)
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RAMMER

The paper proposes a method to deal with batch size-invariance for policy opti-
mization algorithms such as PPO and PPG. The paper achieves this by decoupling
the proximal policy from the behavior policy. The authors also provide two new
algorithm variants to achieve the batch size invariance property.

The reviewers agree that the paper is clearly written, is simple to read, and flows
well. The experimental results are sufficient to demonstrate the effectiveness of the
proposed method. However, the theoretical analysis on how this method could be
batch-invARIant in the surrogate loss or final performance is not sufficient. The
reviewers also point out the lack of theoretical justification, especially the use of
the EWMA.

(ROUGE-1: 0.54682, ROUGE-2: 0.24151, ROUGE-L: 0.50187)

Example 3, https://github.com/ocaimli/PeerSum/blob/main/examples/e3.pdf

Ground  truth This paper reveals that popular data poisoning systems, Fawkes and LowKey, fail

meta-review

to effectively protect user privacy in facial recognition. The methods to defend
against poisoning attacks are quite simple—you can either adaptively tune the
face recognition models or just wait for more advanced facial recognition systems.
Given these “disappointed” findings from the technical solution side, this paper
further argues that legislation may be the only viable solution to prevent abuses of
facial recognition.

Overall, all the reviewers highly appreciate the comprehensive and rigorous evalua-
tions provided in this paper and enjoy reading it. The biggest concern is raised by
the Reviewer 6s7m, given this work fails to discuss/compare to previous works on
Facial identity anonymizing and the technical contribution is incremental. During
the discussion period, all other reviewers reach a consensus that 1) facial identity
anonymizing is not relevant; and 2) this work make enough contributions and is
worthy to be heard by the general community; the Reviewer 6s7m still hold the
opposite opinion, but is okay for accepting this paper anyway.

In the final version, the authors should include all the clarification provided in the
discussion period.

7108



PRIMERA

This paper studies the effect of data poisoning in face recognition and the relation
to the defense techniques. Two solutions of defense are given: oblivious trainer
and adaptive trainer. The claim is that, any existing poisoning methods cannot
protect the privacy of users in the face images. The paper shows that perturbing
facial images does not offer long term security; future systems can still recognize
the once perturbed image(s).

The paper is well written and easy to follow. The topic discussed in this paper is
of significant importance as the rapid development of deep learning techniques
nowadays also poses great threats to people’s privacy, especially for the face data.
Extensive experiments have been conducted to statistically ascertain the authors’
claims.

However, the technical novelty is very limited. Rather than fancying legislative
alternative, a research paper needs to propose technical solution. The original
evaluations performed by the Fawkes and LowKey papers were deemed sufficient
by reviewers at the time. We believe our paper thus makes an important contribution
in demonstrating how such evaluations may have overestimated the protections
offered to users. The design of defense strategies that achieve high robustness and
accuracy, in Section 3.5. These strategies demonstrate that robustness need not
come at a cost in accuracy in all situations, as is often claimed in the adversarial
examples literature.

Overall, this is a facial privacy analysis with insightful claims, but the presentation
and the discussion is very confusing. Thus, we are not able to agree this argument
whether is reasonable and solid. The final rating will depend on the authors’
feedback.

(ROUGE-1: 0.41410, ROUGE-2: 0.07522, ROUGE-L: 0.38326)

LED

This paper studies the effect of data poisoning in face recognition and the relation
to the defense techniques. It shows that the methods fail over time and they do
not generalize to future attacks. Two solutions of defense are given: oblivious
trainer and adaptive trainer. Both methods successfully defeat two poisoning attack
baselines, raising awareness on the inefficiency of the poisoning-based identity
protection mechanism.

The paper is well written and easy to follow. The topic discussed in this paper is
of significant importance as the rapid development of deep learning techniques
nowadays also poses great threats to people’s privacy, especially for the face data.
It is in interesting paper and has value for the community to consider longer term
security measures for facial recognition privacy concerns. The experimental results
are within expectation and little technical insight is gained.

(ROUGE-1: 0.40606, ROUGE-2: 0.06707, ROUGE-L: 0.35152)

PegasusX

The paper presents a new defense against data poisoning attacks. The paper is well
written and the analysis is thorough. The authors also provide a discussion of the
defense and the attack dynamics. The main concern is that the technical novelty
is limited. The rebuttal did not convince the reviewers. The AC agrees with the
reviewers and recommends acceptance.

(ROUGE-1: 0.29719, ROUGE-2: 0.06478, ROUGE-L: 0.28112)
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RAMMER

The paper studies the problem of data poisoning in face recognition and the relation
to the defense techniques. The paper shows that perturbing facial images does
not offer long term security; future systems can still recognize the once perturbed
image(s). The paper also shows that an "oblivious" model trainer can simply wait
for future developments in computer vision to nullify the protection of pictures
collected in the past.

The paper is well-written and easy to read. The authors have examined several
strategies to enable modern face recognition models to defense attacks from widely
used data poisoning methods. However, the technical contribution from this paper
is limited as little new insight is provided. The experimental results are within
expectation and little technical insight is gained. The main conclusion is that people
should not rely on technical solutions to protect users privacy and legislation actions
are what is actually needed.

(ROUGE-1: 0.42353, ROUGE-2: 0.08284, ROUGE-L: 0.39412)

Example 4, https://github.com/ocaimli/PeerSum/blob/main/examples/e4d.pdf

Ground  truth This paper presents a method which selects feasible data augmentations suitable

meta-review

for contrastive time series representation learning. The topic in this paper is timely
and interesting. One of 4 reviewers did not complete the review, not responding to
a few reminders. So, one emergency reviewer, who is an expert in meta-learning
was added. While there is one review that strongly supports this work, two reviews
remained unsupportive after the discussion period ended. I appreciate the authors
for making efforts in responding to reviewers’ comments. However, after the
discussion period, most of reviewers had concerns in this work, pointing out that
the technical correctness needs further justification and experiments should be
improved. While the idea is interesting, the paper is not ready for the publication at
the current stage. I encourage to resubmit the paper after addressing these concerns.

PRIMERA

This paper proposes an information-aware approach to representation learning for
time series. The formulation focuses on how to obtain effective data augmentations
and addresses the underlying problem from information-theoretic viewpoints,
leading to the two optimization criteria, namely, high fidelity and high variety. The
experimental results on several time series datasets for forecasting and classification
show improvements over the methods in comparison.

All reviewers agree that this is a very good submission that touches upon a kind of
neglected and less fancy area of data augmentation for time-series - authors propose
a very neat solution that improves upon the state of the art and demonstrates good
performance across datasets and various ablation studies.

(ROUGE-1: 0.31621, ROUGE-2: 0.03187, ROUGE-L: 0.26877)

LED

This paper proposes a new approach to data augmentation for time series represen-
tation learning. The reviewers agree that the paper is well-written and the proposed
approach is novel and interesting. However, there are concerns about the novelty
of the approach and the significance of the results. The authors are encouraged to
revise the paper based on the reviewers’ comments and resubmit to a future venue.
(ROUGE-1: 0.41951, ROUGE-2: 0.15764, ROUGE-L: 0.40000)
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PegasusX

The paper proposes a new data augmentation approach based on information theory,
a meta learning approach and an approach to select optimal data augmentation
for contrastive learning. The paper is well written and the proposed approach is
interesting. However, the experimental results are not convincing. The authors
have provided a detailed response to the reviews, but the paper still needs more
work before publication.

(ROUGE-1: 0.34483, ROUGE-2: 0.09950, ROUGE-L: 0.32512)

RAMMER

This paper proposes a meta-learning approach for data augmentation for time
series. The reviewers found the paper to be well-written and well-motivated, and
the approach to be novel and interesting. However, the reviewers also found the
experimental results to be insufficiently convincing. In particular, some of the
analyses and ablations could be more complete, in order to truly investigate whether
the conclusions are correct.

(ROUGE-1: 0.33010, ROUGE-2: 0.06863, ROUGE-L: 0.33010)

Example 5, https://github.com/ocaimli/PeerSum/blob/main/examples/e5.pdf

Ground  truth This works presents a new and interesting notion of margin for deep neural net-

meta-review

works (that incorporates representation at all layers). It then develops generalization
bounds based on the introduced margin. The reviewers pointed some concerns,
including some notation issues, complexity in case of residual networks, removal
of exponential dependence on depth, and dependence on a hard to compute quantity
- \kappad”. Some of these concerns were addressed by the authors. At the end,
most of the reviewers find the notion of all-layer margin introduced in this paper a
very novel and promising idea for characterizing generalization in deep networks.
Agreeing with reviewers, I recommend accept. However, I request the authors to
accommodate remaining comments /concerns raised by R1 in the final version
of your paper. In particular, in your response to R1 you mentioned for one case
you saw improvement even with dropout, but that is not mentioned in the revision;
Please include related details in the draft.

PRIMERA

The paper presents a bound on the generalization error of a deep network in terms
of margin at each layer of the network. The starting premise is that extending the
existing margin generalization bounds to deep networks worsen exponentially with
the depth. Recent work which removed that exponential dependency is claimed to
require a more involved proof and complicated dependence on input. The paper
provides a new bound that is simpler and tighter. A second contribution is to extend
their bounds to robust classifier. Since their bounds depend on instance-specific
margins, the extension to the robust case is straightforward. Finally, they present
a new algorithm motivated by their bounds, that maximized margin on all layers.
They show that the resultant network has much lower error than standard training.
The paper is well-presented and in spite of being theoretical is very nicely de-
veloped so that the main contributions come out clearly to non-specialists too.
A few minor comments: The inner min in Equation 2.2 seems to be a typo. In
Theorem 2.1, there is typo around the definition of £. Below thoerem 2. 1, the
phrase "depend on the g-th moment" has ’q’ undefined. Typo "is has a" in Theorem
3.1 is the the most insightful result, though simple to prove in hindsight. It would
greatly help the readers if simple figures are used to explain this insightful result in
the final manuscript.

(ROUGE-1: 0.36181, ROUGE-2: 0.07576, ROUGE-L: 0.35176)
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LED This paper presents a new way to measure the margin in the context of deep
networks that removes the exponential dependency of depth in the corresponding
generalization bounds. The reviewers agree that this is a valuable contribution both
for theory and practices.

(ROUGE-1: 0.32836, ROUGE-2: 0.10050, ROUGE-L: 0.28856)

PegasusX The paper presents a new generalization bound for deep neural networks and
develops a regularizer which optimize quantities related to the bound and improve
generalization error on competitive baselines. The paper is well-written and
the main contributions come out clearly to non-specialists. However, the paper
still requires rewriting to properly emphasize that it does not avoid exponential
dependence on depth, but rather avoids an explicit dependence. The authors also
need to discuss the computability of kappadyv.

(ROUGE-1: 0.37975, ROUGE-2: 0.08511, ROUGE-L: 0.32911)

RAMMER The paper shows that the all-layer margin has a clear and direct relationship with
generalization for deep models. The paper also shows that this bound can be
adapted to adversarial robustness of the deep model.

The paper is well-written and well-motivated. The reviewers found the paper to be
a valuable contribution both for theory and practices.
(ROUGE-1: 0.29358, ROUGE-2: 0.04630, ROUGE-L: 0.27523)

Table 11: Generated meta-reviews by fully-supervised PRIMERA, LED, PegasusX and RAMMER for random
samples, and ROUGE scores measuring the quality of generated meta-reviews in comparison to the ground truth
one.
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4.2 Hierarchical Sentiment Consolidation 85

4.2 Hierarchical Sentiment Consolidation

Based on results from Chapter 4.1, we found that it is challenging for our baseline and other
benchmark models to recognize and resolve conflicts among source documents when gener-
ating the meta-review. It shows that the experimented models still fail to truly understand
these cross-document relationships. LLMs such as LLaMA?2 (Touvron et al., 2023) and
GPT-4 (OpenAl, 2023) have since emerged and they exhibit strong summarisation capa-
bility (Zhang et al., 2024b). However, it is unclear if these models could truly consolidate
information from multiple source documents to generate meta-reviews. These models may
generate summaries with inaccurate overall sentiments because they may not be able to
aggregate opinionated information.

To tackle this, we hypothesize that the human meta-reviewers follow a three-layer
framework of sentiment consolidation, including the input layer, the consolidation layer, and
the generation layer. We ground the scientific meta-reviewing process on a set of review
aspects, including Advancement, Soundness, Novelty, Overall, Clarity, and Compliance.
The framework first identifies and extracts sentiments from the input documents and then
consolidate sentiments for each review aspect in the consolidation layer. The generation layer
generates the final meta-review based on the aggregated opinions from the consolidation
layer.

To validate our hypothesis, we prompt LLMs with the hypothesised sentiment consoli-
dation logic, decomposing the meta-review generation process into multiple steps. We run
our experiments on proprietary and open-source LL.Ms, and conduct comprehensive com-
parison across different prompting approaches including prompting with chain-of-thought
instructions (Wei et al., 2022) and following a pipeline. We collected human annotations to
extract sentiments from source documents, and found high agreement between the annotators.
We then attempt to automate the annotation (for extracting sentiments) using GPT-4, and
find that GPT-4 has a moderate agreement with human annotators. To evaluate the quality
of generated meta-reviews, we conduct reference-based and reference-free automatic eval-
uation, and reference-free human evaluation. As current MDS evaluation metrics cannot

capture the sentiment nuances, we propose two sentiment-aware evaluation metrics: (1) a
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reference-based metric that measures sentiment similarity between the generated meta-review
and the human-written reference based on review aspects; and (2) a reference-free one that
measures sentiment fusion for each review aspect based on our sentiment extraction with
GPT-4. Specifically The reference-based metric is based on sentiment similarity between
the machine-generated summary and the ground truth summary. The sentiment similarity is
calculated as the cosine similarity of the two sentiment vectors for the machine-generated
summary and the ground truth summary. The sentiment vector is constructed based on the
frequency of sentiments in all the review aspects. The reference-free metric is based on
the accuracy of sentiment prediction by GPT-4 from the sentiments in the input reviews

compared with the sentiments in the machine-generated summary.
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Abstract

Modern natural language generation systems
with Large Language Models (LLMs) exhibit
the capability to generate a plausible summary
of multiple documents; however, it is uncertain
if they truly possess the capability of informa-
tion consolidation to generate summaries, es-
pecially on documents with opinionated infor-
mation. We focus on meta-review generation,
a form of sentiment summarisation for the sci-
entific domain. To make scientific sentiment
summarization more grounded, we hypothesize
that human meta-reviewers follow a three-layer
framework of sentiment consolidation to write
meta-reviews. Based on the framework, we
propose novel prompting methods for LLMs to
generate meta-reviews and evaluation metrics
to assess the quality of generated meta-reviews.
Our framework is validated empirically as we
find that prompting LLMs based on the frame-
work — compared with prompting them with
simple instructions — generates better meta-
reviews.!

1 Introduction

Notable strides have been made in abstractive
text summarization (El-Kassas et al., 2021) with
the advancement of Large Language Models
(LLMs) (Zhao et al., 2023) over recent years. With
even a simple instruction such as “t/;dr” or “please
write a summary”, these models can generate plau-
sible summaries which are found more preferred
over those written by humans (Pu et al., 2023).
However, it is uncertain if these models truly pos-
sess the ability of information consolidation, espe-
cially when summarizing documents that are com-
posed of opinionated information. The models may
take shortcuts to generate texts instead of correctly
understanding and aggregating information from
the source documents (Gehrmann et al., 2023) and

'The code and annotated data are accessible at https:
//github.com/ocaimli/MetaReviewingLogic.

eduard.hovy}@unimelb.edu.au

Meta-Review

Clarity: Presentation, P
Novelty: Method, N
Advancement: Results, N

Clarity Noveltgf Advancement
R1: Structure, P R1: Method, N* R1: Results, P*
R2: Presentation, P™

R1: Evaluation, N Pl: Results, N

Review-1 (R1) | Review-2 (R2) .. Response-1 (P1)

—> Aggregation Generation Analysis

Figure 1: The three-layer framework of the underlying
information consolidation logic in meta-reviewing (P:
Positive, P*: Strongly positive, N: Negative, N*:
Strongly negative).

they may generate abstractive summaries with in-
correct overall sentiment.

Automated sentiment summarization holds sig-
nificant importance (Kim et al., 2011) and there
have been sentiment summarization datasets; how-
ever, most of them are in the product review do-
main. These datasets are less interesting for in-
vestigating information consolidation as (1) the
summaries are extractive, composed of a simple
combination of extracted snippets (Amplayo et al.,
2021), and (2) the summary of product reviews is
about extracting the majority sentiment (which is
a simple consolidation function). To address this,
in this paper, we propose the task of scientific sen-
timent summarization, taking the meta-reviews in
scientific peer review as summaries.” The investi-
gation of meta-review generation (Li et al., 2023a)
presents an exciting opportunity for exploring the
intricate process of multi-document information
consolidation that involves complex judgement.

“The representative peer review platform which is publicly
available is www . openreview.com.
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This is because (1) meta-reviewers are supposed to
understand not only all the reviews from different
reviewers but also the multi-turn discussions be-
tween the reviewers and the author and write their
comments to support the acceptance decision of
the manuscript, (2) the logic of arguments (from re-
viewers and authors) has to be taken into account to
arrive at the final sentiment in the meta-reviews and
it is not a matter of majority voting and (3) meta-
reviews have to recognize and resolve conflicts and
consensus among reviewers.

In this paper, we hypothesize that human meta-
reviewers follow a three-layer sentiment consoli-
dation framework as shown in Figure 1 to write
meta-reviews based on reviews and multi-turn dis-
cussions in the peer review process. Human and au-
tomatic annotation is then conducted to extract sen-
timents and expressions on various review facets
(e.g., novelty and soundness) from corresponding
source documents (i.e., reviews and discussions)
and these judgements play a critical role in generat-
ing the meta-reviews. We also propose two evalua-
tion metrics which focus on assessing sentiments
in generated meta-reviews, and experiments empir-
ically validate our proposed three-layer framework
when they are integrated as prompts for LLMs to
generate meta-reviews.

Contributions of our paper:

e We hypothesize that human meta-reviewers
follow a three-layer sentiment consolidation
framework when writing meta-reviews;

e We collect human annotations on meta-reviews
and corresponding source documents based on
the consolidation framework;

e We propose two automatic metrics (reference-
free and reference-based) to evaluate the senti-
ment in the generated meta-reviews.

e Experiments validate the empirical effective-
ness of the framework when we incorporate it
as prompts for LLMs to generate meta-reviews.

2 Related Work

In this section, we discuss large-scale information
consolidation in abstractive summarization, and
automated sentiment summarization.

2.1 Large-Scale Information Consolidation

Natural language generation systems are expected
to not only have high-quality generations but also
have the ability to comprehend the input informa-

tion, especially for conditional text generation such
as multi-document summarization which has to in-
tegrate and aggregate information from different
source documents (Gehrmann et al., 2023). Most
work in the text summarization community only
attempts to improve the generation quality of text
summarization, such as relevance and faithfulness,
without considering the intricate generation pro-
cess (Phang et al., 2022; El-Kassas et al., 2021;
Xiao et al., 2022). For example, Li et al. (2023b)
use heterogeneous graphs to represent source docu-
ments and borrow the idea of graph compression
to train the summarization model to get improve-
ment of the generated summaries. However, it is
uncertain if these models truly possess the ability
to consolidate information from different source
documents.

2.2 Automated Sentiment Summarization

Sentiment summarization aims to summarise the
overall sentiment given a set of documents (Hos-
sain et al., 2023). However, most datasets for sen-
timent summarization are in the product review
domain (Amplayo et al., 2021), and scientific sen-
timent summarization is under-explored. Meta-
review generation, which is a typical scenario of
scientific sentiment summarization, is to automati-
cally generate meta-reviews based on reviews and
the multi-turn discussions between reviewers and
the author of the corresponding manuscript (Li
et al., 2023a). It is mostly modelled as an end-
to-end task (Bhatia et al., 2020; Wu et al., 2022;
Shen et al., 2022; Chan et al., 2020). Although Li
et al. (2023a) considered the conversational struc-
ture of reviews and discussions, their models do not
explain how human meta-reviewers write the meta-
reviews. Different from investigating checklist-
guided iterative introspection for meta-review gen-
eration with prompting (Zeng et al., 2024), our
work is based on a three-layer sentiment consoli-
dation framework and focuses on various review
facets, and we explicitly investigate the sentiment
fusion process which is arguably an important as-
pect of meta-review generation.

3 Sentiment Consolidation Over Multiple
Opinionated Documents

In the following section, we introduce the task of
scientific sentiment summarization and our three-
layer sentiment consolidation framework in meta-
review generation, conduct sentiment and expres-
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Component Definition

Content Expression
Sentiment Expression
Review Facet
Sentiment Level

What the sentiment is talking about

The value of the sentiment

The specific review facet that the judgement belongs to
The polarity and strength of the sentiment

Convincingness Level How well the sentiment is justified in the document

Table 1: Definitions of components in a judgement.

Min Max Average
#Documents/Sample 5 30 12.4
#Words/Sample 1,541 11,901 4,260.9
#Words/Source document 10 1,562 360.5
#Words/Meta-review 16 648 150.9

Table 2: Statistics of the human annotated data.

sion extraction, and analyze the fusion process of
scientific sentiments.

3.1 Hierarchical Sentiment Consolidation

The task is meta-review generation. We use the
PeerSum? dataset where the input is reviews and
discussions and the target output is the correspond-
ing human-written meta-review. We should clar-
ify that even though the task is to generate meta-
reviews, our focus here is to get the overall senti-
ment in the meta-reviews to be correct. Our method
and evaluation reflect this focus.

Reading the reviewer guidelines from popular
academic presses such as ACM and IEEE*, we find
they are mostly about judgements on the quality
and merit of the manuscript. These judgements
are generally based on six review facets of criteria:
Novelty, Soundness, Clarity, Advancement, Compli-
ance and Overall quality. The meta-reviewers must
form their final opinion based on these judgements
from the reviewers and authors. Looking at the
meta-reviewer guidelines for ICLR’ and NeurIPS®,
it recommends the meta-reviewer to understand
and aggregate information from the whole peer-
reviewing process. That is, a human meta-reviewer
should first identify judgements from reviews and
discussions, and then consolidate these opinions

*https://github.com/oaimli/PeerSum

“The complete table of official guidelines that we consider
is in Appendix A.

Shttps://iclr.cc/Conferences/2024/
SACguide

*https://nips.cc/Conferences/2020/
PaperInformation/AC-SACGuidelines

from different review facets to write their meta-
review.

To conceptualize this, we propose a three-layer
framework, as shown in Figure 1. The three layers
include the input layer, the consolidation layer, and
the generation layer. The input layer is the input
documents of different types: official reviews and
multi-turn discussions. The consolidation layer rep-
resents how meta-reviewers process the documents:
they first identify and extract judgements from dif-
ferent documents, reorganize the judgements based
on review facets, and then consolidate the opinions
to form the final opinions of each review facet. In
the generation layer, the meta-reviewer writes the
meta-review to express the final opinions that they
have developed from the previous layer.

3.2 Judgement Identification and Extraction

Judgements lay the foundation of our proposed
framework and the whole peer review process. A
judgement here expresses sentiment on a review
facet and it contains several components: Content
Expression, Sentiment Expression, Review Facet,
Sentiment Level, and Convincingness Level (def-
initions are shown in Table 1, and an example is
given in Appendix Figure 5). To automate judge-
ment identification and extraction, we first conduct
human annotation, and then leverage in-context
learning of LLMs to perform more (automatic) an-
notation.

In human annotation, there are three types of doc-
uments including meta-reviews, official reviews,
and discussions (the same definition used in Li et al.
(2023a)) to be annotated. We recruit two annota-
tors’ to do this annotation (annotation instructions
and design are detailed in Appendix B). 30 samples
(i.e., one sample = one meta-review and its corre-
sponding reviews and discussions) are annotated®,

"The two annotators are senior PhD students who are fa-
miliar with the peer-review process.

8 Annotating one sample takes about one hour on average
and it costs about 60 hours and 2,100 US dollars in total.
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and in total, we have 1,812 and 1,744 judgements
from the two annotators. The statistics of these
30 samples are presented in Table 2. We present
the agreement of the two annotators in Figure 2.
Generally, we see a moderate to high agreement,
suggesting that the annotation task is robust and
reproducible.

1.0

0.8
[

Z06
o
5
804
£
2 0.2
0.0—"CE SE CF SL CL

N Meta-reviews

I Official reviews Discussions

Figure 2: Inter-annotator agreement on meta-reviews,
official reviews and discussions in terms of Krippen-
dorff’s « for different judgement components including
Content Expression (CE), Sentiment Expression (SE),
Review Facet (RF), Sentiment Level (SL), and Convinc-
ingness Level (CL).
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Figure 3: The averaged GPT-4’s agreement with two
human annotators on meta-reviews, official reviews and
discussions in terms of Krippendorff’s « for different
judgement components including Content Expression
(CE), Sentiment Expression (SE), Review Facet (RF),
Sentiment Level (SL), and Convincingness Level (CL).

To get more annotated judgements for further
experiments and analysis and investigate whether
LLMs can be prompted to identify and extract
judgements, we split the annotation task into two
sub-tasks, extracting content and sentiment expres-
sions and predicting other components of judge-
ments, and use GPT-4 (OpenAl, 2023) with in-
context learning (see full prompts in Appendix D
and E respectively for the two sub-tasks).!? We

%Calculation details and more results in terms of both Co-
hen’s x and Krippendorff’s « are in Table 11, Table 12 and Ta-

ble 13 in Appendix C.
9The version of GPT-4 we use is gpt-4-0613.

Facets % Judgements % Documents
Advancement 0.2545 0.8000
Soundness 0.2786 0.7833
Novelty 0.1817 0.6833
Overall 0.1414 0.5833
Clarity 0.1264 0.4500
Compliance 0.0174 0.0667

Table 3: Frequency of different review facets in meta-
review judgements and meta-review documents.

present the average agreement of GPT-4 with the
two human annotators in Figure 3.!! We can see
GPT-4 has a moderate agreement with human an-
notators for meta-reviews and official reviews, but
a low agreement for discussions. We suspect this
may be because the discussions often contain rebut-
tals which have a different language to reviews or
meta-reviews and extracting judgements from them
may be more difficult. Interestingly, we also see
that GPT-4 has a poor agreement in terms of con-
vincingness (Figure 3), although the human inter-
annotator agreement isn’t strong in the first place
(Figure 2). These observations suggest convincing-
ness is perhaps a subjective assessment.

3.3 Sentiment Fusion for Consolidation

With all the annotated judgements extracted by
humans and GPT-4, we next dive more into the
process of sentiment aggregation. Among all
the review facets, we find that Soundness and
Advancement are the two most important review
facets when the meta-reviewers write their meta-
reviews, while Compliance is rarely an issue in
meta-reviews (shown in Table 3). This is consis-
tent with our understanding of the peer-reviewing
process.

More importantly, we find that human meta-
reviewers do not always follow the majority review
sentiment. We find that in PeerSum there are 23.7%
samples where the meta-reviewer’s acceptance de-
cision is not consistent with the prediction based
on majority voting by review ratings (a sample is
defined as consistent when the number of reviews
whose rating > 5 is larger than the number of re-
views whose rating < 5 and the final decision is
Accept). We present an example in Table 4 where
the meta-review does not follow the majority view
on Novelty from the reviews.

""More agreement results are in Table 14, Table 15 and
Table 16 in Appendix C.
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Human-written meta-review sentiment sentence \

"Although each module in the proposed approach is
not novel, it seems that the way they are used to address
the specific problem of explainability and especially in text
games is novel and sound.”

All corresponding sentiment texts on Novelty in source
reviews and discussions

"The generation of temporally extended explana-
tions consists of a cascade of different components,
either straightfoward statistics or prior work."

"The novelty is a bit low."

"overall novelty is limitted"

"We contend that all steps are individually novel as well
as their combination."

"we are the first to use knowledge graph attention-based
attribution to explain actions in such grounded environ-
ments"

Table 4: The example of a meta-review sentiment on
Novelty which is not following majority voting of sen-
timents in source documents. The green and red texts
indicate positive and negative sentiments, respectively.

Review Facets Judgements Full Texts
Advancement 0.677 0.697
Soundness 0.684 0.667
Novelty 0.700 0.650
Overall 0.643 0.631
Clarity 0.712 0.645
Compliance 0.555 0.593

Table 5: Accuracy of GPT-4 in predicting the sentiment
levels in meta-reviews for each facet, using either only
the annotated judgements (“Judgements”) or the full
text (“Full Texts”) from the source documents.

To understand how well the judgements from the
source documents (i.e., reviews and discussions)
predict the overall sentiments in the meta-reviews
for each review facet, we next formulate a text clas-
sification task where the output is the sentiment
level of a content expression for a review facet in
the meta-review, and the input is either: (1) the
annotated judgements for the facet from the source
documents; or (2) the full text of the source docu-
ments. We (zero-shot) prompt GPT-4 (full prompt
detailed in Appendix F) with either input to predict
100 randomly sampled human-annotated instances
and present the results in Table 5. Using judge-
ments only as input, we see that it works better
in 4 out of 6 facets — this preliminary result sug-
gests our framework of extracting these judgements
as an intermediate step may help generate better
meta-reviews.

4 Sentiment-Aware Evaluation on
Information Consolidation

In this section, we focus more on how to eval-
uate the sentiments of the generated summaries
or meta-reviews in meta-review generation based
on our proposed framework. We propose FacetE-
val and FusionEval which are reference-based and
reference-free metrics, respectively.

4.1 Measuring Sentiment Similarity to
Human-Written Meta-Review

To assess the quality of generated meta-reviews,
we propose a reference-based evaluation metric,
FacetEval, measuring the sentiment consistency c
between the generated meta-review and the corre-
sponding human-written meta-review in all review
facets. Different from the generic evaluation met-
rics for abstractive summarization or text genera-
tion which mostly adopt surface-form matching,
we focus more on review facets and their corre-
sponding sentiment levels.

Specifically, we use the distribution of senti-
ments in all review facets to represent the meta-
review and use the cosine similarity of the two
vectors as the final score s.

5 = cos (myp, my) (1
m = ||, [P{, Py, Ni, N¢, Of] (2)

where H denotes concatenation of representations
for different facets, m;, and m, are representa-
tions of the human-written and model-generated
meta-reviews respectively. The representation m
of the meta-review is the concatenation of vector
representations of all review facets. Each facet
of the document is represented by the frequency
of different sentiment levels on the facet. The
facet f is represented by a five-dimension vector
[P, Py, N{, Ng,Of] where P;r denotes the fre-
quency of Strongly positive for the facet f, Py
the frequency of Positive, N;r the frequency of
Strongly negative, Ny the frequency of Negative,
and Oy whether this facet is involved in the docu-
ment. All the sentiments are obtained with GPT-4
following in-context learning in Section 3.2.
Following the similarity of meta-reviews, we
could also calculate sentiment consistency among
official reviews. Specifically, for every two official
reviews ¢ and j, the consistency in the facet f is
the cosine similarity between two vector represen-
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Review Facet w/ Conflicts w/o Conflicts

Advancement  0.463 (0.135) 0.551 (0.137)
Soundness 0.526 (0.158) 0.501 (0.110)
Novelty 0.300 (0.159) 0.357 (0.168)
Overall 0.433 (0.147) 0.597 (0.172)
Clarity 0.317 (0.133)  0.337 (0.145)
Compliance 0.827 (0.071) 0.771 (0.118)

Table 6: Sentiment consistency among different official
reviews. (Variances are in the brackets.)

tations of documents.

clfj = cos (d;, d;) 3)
where df = [P;, Py, N]T, Nyf,O¢].  Results
shown in Table 6 suggest that different reviews are
consistent in the sentiment to Compliance while
there is much lower consistency in Clarity and Nov-
elty. Moreover, we find that conflict reviews'?
would prefer showing conflicts in Advancement,
Novelty, Clarity and Overall. This is also consis-
tent with our typical understanding of peer reviews
and occasional conflicts among them.

4.2 Measuring Sentiment Fusion for
Individual Facets

Sentiments in the generated meta-reviews should
be in line with the aggregate sentiment from the
individual source documents including reviews and
discussions. Seeing GPT-4 can predict the over-
all sentiment using judgements from source docu-
ments (Section 3.3), we introduce a reference-free
evaluation metric, FusionEval, which assesses the
consistency between the sentiments in the gener-
ated meta-review and that predicted by GPT-4 (with
zero-shot prompting) from the source documents.
Higher consistency implies the overall sentiment
in generated meta-reviews are representative of the
sentiments in the reviews and discussions (source
documents).

Specifically, we first extract judgements from the
generated meta-review following Section 3.2, and
these judgements consist of Content Expressions,
FE and Sentiment Levels, L, and the correspond-
ing Review Facets, F'. Next, for each expression,
e € E, we predict the Sentiment Level, I, using
GPT-4 (zero-shot) based on all judgements for the

2The same as in PeerSum (Li et al., 2023a), if any two
reviews have ratings where the gap is larger than 4 they are
conflict reviews.

same Review Facet in the source documents fol-
lowing Section 3.3, and we get predicted Senti-
ment Levels for all judgements, L’. Lastly, Fu-
sionEval computes an accuracy score by evaluating
L’ against L. FusionEval only considers the pre-
cision instead of the recall for meta-review senti-
ments as it is reference-free and we have no infor-
mation about the count of judgements that should
be synthesized.

5 Enhancing LLMs with Explicit
Information Consolidation

In this section, we propose two prompting meth-
ods to integrate the sentiment consolidation frame-
work to generate meta-reviews. We compare the
two methods with other prompting strategies in-
cluding naive prompting and prompting with LLM-
generated logic. We also run experiments on open-
source models besides OpenAl ones to investigate
the influence of different prompting methods on
different models. The experiments are based on
automatic and human annotation on 500 samples
from PeerSum. '3

5.1 Prompting LLMs with Sentiment
Consolidation Logic

Following the process in Figure 1 we propose de-
composing the meta-review generation process in
the following steps: (1) Extracting content and sen-
timent expressions of judgements from source doc-
uments; (2) Predicting Review Facets, Sentiment
Levels, and Convincingness Levels; (3) Clustering
extracted judgements for different review facets;
(4) generate a “mini summary” for judgements on
the same review facet; and (5) Generating the final
meta-review based on the mini summaries for all
review facets.

We explore two methods to integrate this process
for prompting an LLM. (1) Prompt-Ours: we de-
scribe the five steps in a single prompt and ask GPT-
4 to generate the final meta-reviews (full prompt
in Appendix G.1); (2) Pipeline-Ours: we create
one prompt for each of the five steps, where the
input for the intermediate step is the output from
the previous step (full prompts in Appendix G.2).

We experiment with four open-source and close-
source LLMs: GPT-4, GPT-3.5, LLaMA2-70B and
LLaMA2-7B.'

3To avoid data contamination, we only use samples which
were produced in and after 2022.

“Precise model names for them are: gpt-4-0613, gpt-3.5-
turbo-1106, LLaMA2-70B-Chat, LLaMA?2-7B-Chat. Note
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LLM Evaluation Metric Prompt-Naive Prompt-LLM Prompt-Ours Pipeline-Ours
FusionEval 50.14 48.90 53.62 57.43

FacetEval 35.42 40.54 41.98 42.36

GPT-4 ROUGE-1 27.16 27.49 28.02 2491
ROUGE-2 6.63 6.03 6.57 4.57

ROUGE-L 24.78 24.75 25.51 22.70

FusionEval 48.35 49.66 51.40 55.96

FacetEval 38.44 36.83 39.88 39.50

GPT-3.5 ROUGE-1 28.22 25.04 29.56 28.92
ROUGE-2 06.63 05.79 6.95 5.52

ROUGE-L 25.36 22.77 26.69 16.13

FusionEval 46.85 46.83 50.18 52.68

LLaMA2-7B FacetEval 35.89 32.49 38.07 38.35
ROUGE-1 25.94 23.88 27.00 19.39

ROUGE-2 6.04 4.50 6.86 4.12

ROUGE-L 23.57 21.59 24.59 17.37

FusionEval 47.35 48.53 50.24 52.80

LLaMA2-70B FacetEval 35.90 36.40 36.64 36.82
ROUGE-1 26.61 16.60 26.98 26.41

ROUGE-2 6.56 3.13 5.58 4.48

ROUGE-L 24.62 14.63 24.20 23.71

Table 7: Performances of different LLMs with different prompting methods. For all metrics, a larger value denotes
better performance. The bold and underlined values are the best and second in each row, respectively (x0.01)

Competition Groups Preferred TAA

Prompt-Naive LLaMA2-70B  46.67% 0.64
Prompt-Ours LLaMA2-70B  53.33%
Prompt-Ours GPT-4 73.33% 0.74
Human-Written 26.67%

Table 8: Two groups of human evaluation results based
on human preferences: (1) comparing generated meta-
reviews by Prompt-Naive and Prompt-Ours, and (2)
comparing human-written meta-reviews and those gen-
erated by Prompt-Ours. IAA denotes inter-annotator
agreement calculated with nominal Krippendorff’s a.

5.2 Baselines

As baselines, we include two more methods: (1)
Prompt-Naive: which prompts an LLM with a sim-
ple instruction to generate the meta-review (full
prompt in Appendix G.3); and (2) Prompt-LLM:
where we ask an LLM to self-generate the detailed
steps for meta-review generation and we include
these steps in the final prompt for meta-review gen-
eration (full prompt in Appendix G.4).

that for Pipeline-Ours, we always use GPT-4 for the first two
steps, as we find that the other LLMs perform poorly for these
tasks.

5.3 Reference-Based and Reference-Free
Automatic Evaluation

For automatic evaluation, we adopt ROUGE (Lin
and Hovy, 2003)!5, FacetEval (Section 4.1) and
FusionEval (Section 4.2).1

We present the results in Table 7. Most LLMs
perform better with either of our prompting meth-
ods (Prompt-Ours and Pipeline-Ours) than the base-
lines (Prompt-Naive and Prompt-LLM). Compar-
ing between Prompt-Ours and Pipeline-Ours, the
former seems to do best for ROGUE while the
latter for FusionEval/FacetEval. As FusionEval/-
FacetEval assesses the accuracy of the overall sen-
timent specifically, Pipeline-Ours is marginally bet-
ter when it comes to getting the overall sentiment
correct. Comparing different LLMs, GPT-4 seems
to work best, although that is mostly true for Fu-
sionEval/FacetEval.

>We use the implementation of the algorithm in ht tps :
//pypi.org/project/rouge—score/

'We do not consider other metrics such as
BERTScore (Zhang et al., 2020), UniEval (Zhong et al., 2022),
or G-Eval (Liu et al., 2023) as they have only been validated
for summarization in news or a more general domain.
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Human-Written Meta-Review

This paper suggests a method for defending against adversarial examples and out-of-distribution samples via projection onto the data manifold. The
paper suggests a new method for detectlng when hidden layers are off of the manifold, and uses auto encoders to map them back

onto the manifold. The paper is well-written and the method is novel and interesting. However, most of the reviewers agree that
the original robustness evaluations were not sufficient due to restricting the evaluation to using FGSM baseline and comparison with ther-
mometer encoding (which both are known to not be fully effective baselines). After rebuttal, Reviewer 4 points out that the method offers very little
robustness over adversarial training alone, even though it is combined with adversarial training, which suggests that the method itself
provides very little robustness.

Meta-Review Generated by GPT-4 with Prompt-Naive

The reviewers have raised several concerns about the empirical evaluation and effectiveness of the proposed fortified
network model. They note that the benefits of the fortified layers seem to be marginal and the experimental evaluation
doesn’t sufficiently demonstrate that the increased robustness is due to the fortified layers rather than the adversarial
training. Furthermore, most of the reviewers would like to see benchmarks against state-of-the-art defenses such as PGD.
Among other issues, reviewers have questioned the use of an autoencoder and the decision to use a denoising module in
the hidden layers. Simply put, the reviewers would like a stronger reasoning for the methodological choices. There are also
requests for clarification on the denoising terms and a comparison with a simple regularization loss. Moreover, a reviewer
also raised a question on the effectiveness of the defense method against other types of attacks that might potentially compromise the pro-
posed network. Most reviewers felt that the paper does not provide enough evidence that defends the proposed fortified network
against adversarial attacks. Finally, concerns about the presentation of results and tables, and grammar errors have also
been pointed out. In conclusion, while the reviewers acknowledge the relevance and importance of the research problem, the

manuscript requires significant amendments to convince the experts about the effectiveness of the proposed method in tackling the problem.
The authors must address these concerns and improve the manuscript to make a compelling case for their proposed approach.

Meta-Review Generated by GPT-4 with Prompt-Ours

The paper at hand proposes a fortified network model as a defense against adversarial attacks, based on the concept of denoising autoencoders. A key
novelty in the presented approach is the placement of the denoising feature within the hidden layers, rather than just the input layer. The
clarity and structure of the document have been appreciated by a number of reviewers, particularly the experimental data presentation and robust
bibliography. There are, however, a few areas noted for improvement - predominantly around grammatical mistakes and confusing
sentence structure. A significant source of debate among reviewers centers on the empirically evaluated efficacy of the fortified model. The authors
propose that their model improves robustness by up to 5% over the baseline, but several reviewers argue that this improvement is marginal and

does not sufficiently justify the implementation of an additional objective. This argument is most prominent when looking at the
study’s use of non-standard models and a PGD baseline that performs below the state-of-the-art, leading to questions about the accuracy of the baseline
evaluation. Further, accuracy results against an Linf adversary of eps>0.1 on CIFAR-10 raises questions around the experlment’s setup given

known limitations relating to image perturbations. Suggestions were made to explore a nearest neighbor attack from the test set,

multiple gradient queries per PGD step, and report standard non-robust accuracies to ensure robustness was not an artefact
of model expressivity.Lastly, some apprehension was expressed about the motivation behind and efficacy of using a denoising autoencoder, with calls
for comparison to a simpler baseline to justify the approach. In conclusion, while the fortified network model presents an intriguing
approach to defending against adversarial attacks, the reviewers do not overwhelmingly agree that the empirical results sufficiently

demonstrate advancement over existing methods. The majority find the defensive gain too marginal given the additional complexity and
question the setup of the empirical evaluation. Further clarity in method and expanded empirical evidence would facilitating a stronger case for the proposed
model.

Table 9: Human-written meta-review and the corresponding meta-reviews generated by GPT-4 with the naive prompt
and the prompt based on the sentiment consolidation. (The green spans are positive sentiment values, red spans
are negative sentiment values, while blue spans are the content expressions.)

5.4 Reference-Free Human Evaluation

To further validate the effectiveness of our prompt-
ing methods, we conduct human evaluations to
assess the quality of meta-reviews generated by
different prompting methods or written by human
meta-reviewers. We recruited three volunteer an-
notators who are senior PhD students familiar with
artificial intelligence research and the peer review
process. They are asked to select their preferred
meta-reviews based on their own understanding
of high-quality meta-reviews without knowing the

source. 17

Prompt-Naive vs Prompt-Ours We randomly
select 30 samples and the annotators are asked to

"We use majority voting to get the final human preference.

compare the generated meta-reviews by Prompt-
Naive and Prompt-Ours (using LLaMA2-70B) and
select which one is better. Table 8 shows that the
meta-reviews generated by Prompt-Ours are se-
lected more by the annotators.

Prompt-Ours vs Human-Written We repeat the
same experiments, but this time comparing meta-
reviews generated by Prompt-Ours (GPT-4) vs.
written by humans. Looking at Table 8, interest-
ingly Prompt-Ours are much more preferred by the
annotators. We suspect this may be because the
generated meta-reviews tend to be more consistent
in terms of the amount of detail it writes for each
review facet, where else there is more variance for
the human-written meta-reviews.
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5.5 Case Study on Generated Meta-Reviews

To dive deeper into what difference the integra-
tion of sentiment consolidation framework makes,
we also conduct a case study on generated meta-
reviews with different prompting methods. We find
that generated meta-reviews all seem plausible and
machine-generated meta-reviews are much longer
than human-written ones. In machine-generated
meta-reviews, there are more details which are
sometimes unnecessary or redundant. As shown
in the example in Table 9, details such as "PGD"
or "CIFA-10" are not essential to form the meta-
review.

Our proposed Prompt-Ours tend to have a more
balanced judgements. For example, in Table 9,
Prompt-Naive does not talk about the positive as-
pects for Clarity and only highlights some issues,
but Prompt-Ours comments on both the strengths
and weaknesses for Clarity. This is consistent with
the finding in Table 7 that Prompt-Naive gets worse
sentiments than Prompt-Ours.

6 Conclusions and Future Work

In this paper, we explore sentiment-focused multi-
document information consolidation within the task
of scientific sentiment summarization. We intro-
duce a three-layer framework of sentiment consol-
idation to focus on generating meta-reviews and
it considers the sentiments for each review facet
in the reviews and discussions. We also propose
automatic evaluation metrics that assess the over-
all sentiments in the generated meta-reviews. Ex-
periments on meta-review generation show that
prompting LL.Ms by following the processes in
the three-layer framework results in better meta-
reviews, providing an empirical validation of our
framework for describing the meta-review writing
process. As the sentiment consolidation also exist
in other domains where human reviews or com-
ments exist such as politics and advertisement, we
will explore adapting our proposed sentiment con-
solidation framework into other domains in the
future.

Limitations

Although integration of the sentiment consolidation
framework could improve the generation results,
there are still some limitations of this work.

e As in other areas peer review data is not pub-
licly available, we use the data only from some

artificial intelligence conferences, and this may
make the models biased. We hope that more
data from diverse areas could be included.

e Experiments are only in English texts rather
than other languages.

e We only inject the information consolidation
logic into prompting based models instead of
fine-tuning based models. We will investigate
leveraging the information consolidation frame-
work to improve fine-tuned models in the fu-
ture.

e Although GPT-4 can predict meta-review sen-
timents based on source judgements to some
extent, we have to understand more about how
these models achieve this and what makes them
fail in error cases.

e Meta-review generation is not only about sen-
timent prediction, future work has to con-
sider more information such as argumentation
in source reviews and justification in meta-
reviews.

Ethics Statement

While our experiments demonstrate that the models
exhibit potential in generating satisfactory meta-
reviews to a certain degree, we strongly advise
against solely relying on the generated results with-
out manual verification and review, as instances
of hallucinations exist in the generations. It is im-
portant to emphasize that we do not advocate for
replacing human meta-reviewers with LLMs. How-
ever, it is noteworthy that these models have the
capacity to enhance the meta-reviewing process,
rendering it more efficient and effective.
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A Review Criteria in Different Reviewer Guidelines

Academic Press Review guidelines

ACM https://dl.acm.org/journal/dgov/reviewer—-guidelines

ACL Rolling Review https://aclrollingreview.org/reviewertutorial

IEEE https://conferences.ieeeauthorcenter.ieee.org/
understand-peer-review/

Springer https://www.springer.com/gp/authors-editors/

authorandreviewertutorials/howtopeerreview/
evaluating-manuscripts/10286398

NeurIPS https:
//neurips.cc/Conferences/2021/Reviewer-Guidelines
ICLR https://iclr.cc/Conferences/2023/ReviewerGuide#
Reviewinginstructions
ACL https://2023.aclweb.org/blog/review—acl23/
Cambridge University Press https://www.cambridge.org/core/services/

aop-file-manager/file/5aleb62e67f405260662a0df/
Refreshed-Guide-Peer-Review—Journal.pdf

Table 10: Review guidelines from different academic presses.

B Annotation Instructions for Human Annotation

The screenshots of the two-page annotation instruction for human annotation are shown in Figure 4 and
Figure 5 in the last two pages of the Appendix.

C Inter-Annotator Agreement Among Human Annotators and GPT-4

We describe how we calculate inter-annotator agreement among human annotators and GPT-4 here.
For Content Expression and Sentiment Expression, as they are highlighted text spans we calculate the
character-level agreement with Krippendorf’s o and Cohen’s k. Specifically, for each document, two
annotators may highlight different text spans for Content Expression and Sentiment Expression. We
construct two vectors of the same length as the characters to represent the highlighting behaviours of any
two annotators. This agreement shows whether annotators identify sentiments from similar text spans.

For Review Facet, Sentiment Level, and Convincingness Level, we calculate Krippendorf’s o and
Cohen’s k in a common way. We first identify whether two annotators recognize sentiment from the same
text span with a ROUGE threshold (the summation of ROUGE-1, ROUGE-2 and ROUGE-L between
highlighted text spans for sentiment is larger than 2.0), and calculate agreement on the predicted values.

Inter-annotator agreement between two human annotators for human annotation in Section 3.2 are
present in Table 11, Table 12, and Table 13. Averaged agreement of GPT-4 with the two human annotators
are present in Table 14, Table 15, and Table 16.

D Prompt to Get Content and Sentiment Expressions with GPT-4

Annotation Cohen’s x Krippendorf’s o
Content Expression 0.623 0.623
Sentiment Expression 0.666 0.665
Review Facet 0.769 0.769
Sentiment Level 0.770 0.770
Convincingness Level 0.534 0.533

Table 11: Human annotator agreement on annotating meta-reviews.
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Annotation Cohen’s x  Krippendorff’s o

Content Expression 0.631 0.631
Sentiment Expression 0.654 0.654
Review Facet 0.783 0.783
Sentiment Level 0.844 0.844
Convincingness Level 0.405 0.398

Table 12: Human annotator agreement on annotating official reviews.

Annotation Cohen’s v Krippendorff’s o
Content Expression 0.572 0.572
Sentiment Expression 0.609 0.609
Review Facets 0.857 0.857
Sentiment Levels 0.764 0.763
Convincingness Levels 0.455 0.437

Table 13: Human annotator agreement on annotating discussions.

Annotation A B Avg

Content Expression 0.558 0.542 0.550
Sentiment Expression  0.565 0.594 0.580
Review Facets 0.588 0.610 0.599
Sentiment Levels 0.552 0.541 0.547
Convincingness Levels 0.213  0.192  0.203

Table 14: GPT-4 agreement in terms of Cohen’s x with human annotators A and B on annotating meta-reviews.

Annotation A B Avg

Content Expression 0.522 0.534 0.528
Sentiment Expression  0.544 0.569 0.557
Review Facets 0.579 0.637 0.608
Sentiment Levels 0.594 0.589 0.592
Convincingness Levels 0.008 0.013 0.011

Table 15: GPT-4 agreement in terms of Cohen’s x with human annotators A and B on annotating official reviews.

Annotation A B Avg

Content Expression 0.176  0.187 0.182
Sentiment Expression ~ 0.182 0.188 0.185
Review Facets 0.480 0.381 0431
Sentiment Levels 0.123 0.046 0.082
Convincingness Levels 0.0 0.0 0.0

Table 16: GPT-4 agreement in terms of Cohen’s x with human annotators A and B on annotating discussions.
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Please read the document:
{{source_document}}

This task requires you to analyze the above document which is used to
express opinions on the quality of a scientific manuscript. You
are good at understanding the sentiment information with
judgements in the document.

Please first identify the sentence with judgements only on the
quality of scientific manuscripts based on the review facets for
scientific peer—review: novelty , soundness, clarity , advancement,
compliance and overall quality within the given document.

Once you have found a sentence that provides judgement in one or more
of these areas, you then need to extract the specific expression
of sentiment and the content it refers to.

The process can be broken into two steps:
1) Identify a judgement sentence that focuses on the quality of the
manuscript based on the given criteria.

2) From the identified judgement sentence, extract two pieces of
information: the sentiment expression and the content expression.
The sentiment expression is the specific term or phrase that
conveys the sentiment or opinion. The content expression pertains
to the content that this sentiment is referring to.

Please provide the data in the following format:
{"judgement_sentence ": "sentence", "content_expression": "content",
sentiment_expression": "sentiment"}

"

Here are a few examples for your reference:

{"judgement_sentence ": "The writing of the paper is not well-written
", "content_expression": "The writing of the paper", "
sentiment_expression": "not well-written"}

{"judgement_sentence ": "Experimental results are not sufficiently
substantiated .", "content_expression": "Experimental results", "
sentiment_expression": "not sufficiently substantiated"}

{"judgement_sentence ": "This paper presents two novel approaches to

provide explanations for the similarity between two samples based
on 1) the importance measure of individual features and 2) some of
the other pairs of examples used as analogies.", "

content_expression": "approaches", "sentiment_expression": "novel

")

The predicted judgments (following the same jsonline format of the
above example):

E Prompt to Get Judgement Component Predictions with GPT-4

Please first read the document below:
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{{source_document}}

Please predict the facet that the given judgements are talking about.
You can refer to the context in the above source document.

Possible facets:

Novelty: How original the idea (e.g., tasks, datasets, or methods) is
, and how clear where the problems and methods sit with respect to
existing literature (i.e., meaningful comparison).

Soundness: (1) Empirical: how well experiments are designed and
executed to support the claims, whether methods used are
appropriate , and how correctly the data and results are reported,
analysed , and interpreted. (2) Theoretical: whether arguments or
claims in the manuscript are well supported by theoretical
analysis, i.e., completeness and the methodology (e.g.,
mathematical approach) and the analysis is correct.

Clarity: The readability of the writing (e.g., structure and language
), reproducibility of details , and how accurately what the
research question is, what was done and what was the conclusion
are presented.

Advancement: Importance of the manuscript to discipline , significance
of the contributions of the manuscript, and its potential impact

to the field.

Compliance: Whether the manuscript fits the venue, and all ethical
and publication requirements are met.

Overall: Overall quality of the manuscript, not for specific facets.

You are also good at understanding sentiment information in the
judgements.

Please predict the original expresser of the sentiment in the
judgement sentence. You can refer to the context in the source
document .

Possible sentiment expressers:

— Self: the sentiment is from the speaker

— Others: the sentiment is quoted from others

Please predict how well the sentiment in the judgement sentence is
justified in the document in your understanding. You can refer to
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the context in the source document.

Possible sentiment convincingness:

Not applicable: the sentiment is explicitly excerpted from others.
Not at all: not convincing at all or when there is no justification
How well the sentiment is justified in the document in your

understanding

Slightly Convincing: there is some evidence or logical reasoning,
but it might not be comprehensive.

Highly Convincing: leaving little room for doubt.

Please predict the polarity and strength of the sentiment in the
judgement sentence. You can refer to the context in the source
document .

Possible sentiments polarities:

Strong negative: very negative
Negative: minor negative
Positive: minor positive
Strong positive: very positive

Judgements:
{{judgement_expressions }}

Your predictions for the above judgements (following the same
jsonlines format, return the same number of lines, and keep the
same content and sentiment expressions):

F Prompts to Predict Meta-Review Sentiment Levels

F.1 Prediction with Judgements of Source documents

The judgements are extracted from source documents, and they are in the same review facet to the target
meta-review judgement.

You will be given source judgements from reviewers for a scientific
manuscript. Your task is to implicitly write a meta—-review for
these judgements and predict the sentiment level based on these
judgements.

Source Judgements:
{{source_judgements}}
Candidate Sentiment Levels:
— Strong negative

— Negative
— Positive
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— Strong positive

Content Expression:

{{content_expression }}

Predict the sentiment level of the given content expression based on
the above judgements. You must follow the following format.

{"Content Expression": the above content expression, "Sentiment Level
": your predicted sentiment level}

F.2 Prediction with Full Texts of Source documents

The source texts are the concatenation of the source documents.

You will be given multiple review documents for a scientific
manuscript. Your task is to implicitly write a meta—review and
predict the sentiment level based on these documents.

Source Documents:

{{source_texts}}

Candidate Sentiment Levels:

Strong negative
Negative
Positive
Strong positive

Content Expression:
{{content_expression }}

Predict the sentiment level of the given content expression based on
related information in the above documents. You must follow the
following format.

{"Content Expression": the above content expression, "Sentiment Level
": your predicted sentiment level}

G Prompts for Meta-Review Generation with Integration of Information Consolidation
Logic

G.1 Prompt with Descriptive Consolidation Logic

Your task is to write a meta-review based on the following
reviews and discussions for a scientific manuscript.

{{input_documents }}

Following the underlying steps below will get you better generated
meta—reviews .
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1. Extracting content and sentiment expressions of judgements in all
above review and discussion documents;

2. Predicting Review Facets, Sentiment Levels, and Convincingness
Levels;

Candidate review facets: Novelty, Soundness, Clarity , Advancement,
Compliance, and Overall quality

Candidate sentiment levels: Strong negative , Negative, Positive and
Strong positive

Candidate convincingness levels: Not at all, Slightly Convincing,
Highly Convincing

3. Reorganize extracted judgements in different clusters for
different review facets;

4. Generate a small summary for judgements on the same review facet
with comparison and aggregation;

5. Aggregate judgements in different review facets and write a meta-—

review based on the aggregation.

You may follow these steps implicitly and only need to output the
final meta-review. The final meta-review:

G.2 Prompts Used in the Pipeline Generation

Prompts for the first two steps, getting content and sentiment expressions and predicting other judgement
components, are the same as prompts in Appendix D and Appendix E, respectively.
For the step of generating sub-summaries for individual facets, the prompt is as follows.

{{input_judgements}}

Write a summary of the above judgements on {{criteria_facet}} of a
manuscript.

For the step of generating final meta-reviews based on sub-summaries of individual facets, the prompt
is as follows.

{{input_sub_summaries}}

Write a meta—review to summarize the above sub-—summaries of reviews
and discussions in different review facets for a manuscript.

G.3 Prompts from Prompt-Naive

For Prompt-Naive in our experiments, the prompt we use is as follows.

{{input_documents }}

Write a meta—-review based on the above reviews and discussions for a
manuscript.
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G.4 Prompts from Prompt-LLM

For Prompt-LLM, we have to generate first the steps with GPT-4 and then the meta-review based on the
generated steps.
The prompt to generate the steps:

{{input_documents}}

What are the steps to write a meta—review specifically for the above
reviews and discussions of a manuscript.

The prompt to generate the meta-review:

{{input_documents }}

Follow the following steps and write a meta—review based on the above
reviews and discussions for a manuscript.

{{generated_steps }}
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Annotation Instructions

Peer-review systems play a crucial role in maintaining a level of rigor in scientific publications. In the peer-
reviewing process, several appointed reviewers, a meta-reviewer, and the author for each submitted
manuscript are usually involved. Specifically, reviewers write their comments on the manuscript; there could
be responses by the author and discussion with the reviewers of possibly multiple turns; and the meta-
reviewer finally gives the decision on the fate of the manuscript along with a meta-review which is a
summary of the reviews and discussions in the whole peer-reviewing process. We find that the whole process
of peer-reviewing is mostly about judgements from different participants on the quality and merit of the
manuscript, and the meta-reviewers develop their final judgements based on those from the reviewers and
authors.

Table 1 The typology of criteria facets for reviewing manuscripts in the peer-review process.

Facet Definition

Novelty How original the idea (e.g., tasks, datasets, or methods) is, and how clear where the problems
and methods sit with respect to existing literature (i.e., meaningful comparison).

Soundness There are usually two types of soundness:

(1) Empirical: how well experiments are designed and executed to support the claims,
whether methods used are appropriate, and how correctly the data and results are reported,
analysed, and interpreted.

(2) Theoretical: whether arguments or claims in the manuscript are well supported by
theoretical analysis, i.e., completeness, and the methodology (e.g., mathematical approach) and
the analysis is correct.

Clarity The readability of the writing (e.g., structure and language), reproducibility of details, and how
accurately what the research question is, what was done and what was the conclusion are
presented.

Advancement | Importance of the manuscript to discipline, significance of the contributions of the manuscript,
and its potential impact to the field.

Compliance Whether the manuscript fits the venue, and all ethical and publication requirements are met.
Overall Overall quality of the manuscript, not for specific facets.

In our project, we are interested in the nature and judgement logic of meta-reviews. To understand how meta-
reviewers develop their judgements based on those in reviews and discussions, (1) we devise a typology of
criteria facets that the peer-reviewing process is usually focused on based on public reviewing policies, as
shown in Table 1; (2) we are going to annotate fine-grained judgement information from each meta-review
and the corresponding reviews and discussions. A judgement here is composed of sentiment on a criteria
facet and sometimes its justification. To annotate the judgement information, we identify several parts for
each judgement as shown in Table 2.

Table 2 Fine-grained aspects of annotation.

Aspect Format Definition
Content Expression Text span from the opinionated text | What the sentiment is talking about
Sentiment Expression | Text span from the opinionated text | The value of the sentiment

Criteria Facet Chosen from the criteria facets The specific facet that the judgement belongs
to
Sentiment Polarity - Strong negative: very negative The polarity and strength of the sentiment

- Negative: minor negative

- Positive: minor positive

- Strong positive: very positive
Convincingness - Not applicable: when the sentiment | How well the sentiment is justified in the
is excerpted from others. document in your understanding

- Not at all: not convincing at all.

- Slightly Convincing: there is some
specific details or logical reasoning,
but it might not be comprehensive.

Figure 4: The first page of the annotatiori 6Iis7tlglction for human judgement annotation.




- Highly Convincing: there is
explanation and leaving little room
for doubt.

Examples of annotation

We next present some text from a review in https://openreview.net/forum?id=swbAS40pXW and below
is the annotated input into the annotation table.

This paper tackles a challenging domain adaptation problem which is very interesting. This paper
demonstrates convincing qualitative comparisons (e.g., realism and diversity) to the existing efforts
including Mo et al., 2020 and Ojha et al. 2021.

Content expression | Sentiment Expression Criteria Facet Sentiment Polarity | Convincingness
a challenging very interesting Novelty Strong positive Slightly convincing
domain adaptation
problem

comparisons (e.g., convincing qualitative Soundness Strong positive Highly convincing
realism and

diversity) to the

existing efforts

The biggest weakness is that the proposed method has limited novelty. While the authors propose a stacked
pipeline to address the quality and diversity, the key contribution they made is unclear.

a. The z+/w/w+/s space analysis and adaption has been widely conducted in the latest works [r1, r2, ¥3].
What are the differences between the proposed adaptor and these prior works? Why the proposed adaptor
would like to perform better?

b. Related to the above, the attribute classifier has been used in StyleFlow [r2]. Why the proposed one is
better? In addition, if I understand correctly, the attribute classifier only judges the output is real or fake,
instead of predicting attribute labels, because some examples in Figures 2 and 3 should not have
corresponding labels. If this classifier just outputs real or fake labels, why not just fine-tuning the final layer
of the original discriminator?

c. I cannot buy the novelty of reusing truncation trick for diversity-constraint strategy. As mentioned by the
authors, this trick is a normal one in the current generation code. The authors did not provide a new direction
to sell this strategy.

Content expression Sentiment Expression | Criteria Facet Sentiment Polarity | Convincingness
the proposed method has limited novelty Novelty Strong negative Highly convincing

Please note: In the real annotation, you will be given links to OpenReview where you can read documents
including reviews, multi-turn discussions, and a meta-review, then identify and put the information that you
extract from the peer-reviewing process into a table. Please ignore comments which are added after the meta-
review released.

Figure 5: The first page of the annotation instruction for human judgement annotation.
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4.3 Reflections

In the chapter, we present two studies on scientific opinion summarization. For the first study,
we developed a new meta-review generation dataset which has rich inter-document relation-
ships with explicit hierarchical conversational structures, cross-references and conflicting
opinions. This data facilitates the research of MDS over scientific reviews. We also present
a baseline that implements the relationship-aware sparse attention and multi-task training
to incorporate the conversational structure into the meta-review generation process. Our
experiments results show that the simple baseline performs significantly better than other
benchmark models. Manual analysis on the generated meta-reviews reveals that most models
cannot recognize and resolve conflicts in the reviews, suggesting a promising avenue for
future research. In the second study, we present a three-layer summarisation framework that
better captures the sentiments in the reviews, our experimental results show that prompting
based on our framework generate better meta-reviews than other strong prompting baselines.

In these two studies, our proposed approaches use different backbone foundation models.
The first study explores encoder-decoder pre-trained language models, while the second
study uses decoder-only LLMs. The reason for these differences is because when we started
the first study LLMs has only emerged and encoder-decoder pre-trained models are the
state-of-the-art for conditional text generation tasks such as text summarization (Beltagy
et al., 2020; Lewis et al., 2020; Zhang et al., 2020a). The relationship-aware sparse attention
is applied to these encoder-decoder models. Our second study, on the other hand, uses
LLMs because at that time LLMs is the new state-of-the-art for generation and has strong
instruction-following capability. We can therefore incorporate the three-layer framework into
the generation process through prompting. This prompting approach has its own advantages,
e.g., the meta-review generation process gets more transparent and controllable and we no
longer require large-scale training data.

There are still some limitations in our studies. We frame scientific meta-review gener-
ation as a MDS problem, but the real-world meta-reviews may not be based on the source

documents but by drawing from the meta-reviewer’s ‘wisdom’, such as their own experience
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or opinions. This makes evaluation of the quality of generated meta-reviews even harder as
there is no ground truth for the information which comes from meta-reviewer’s ‘wisdom’.

In modelling of source documents, we incorporate the explicit conversational structure
by modifying the model’s attention mechanism. However, this would not be possible for
closed-source LLMs. It would be interesting to incorporate the conversational structure
through prompting. Moreover, beyond explicit cross-document relationships we should also
consider modelling implicit relationships, such as argument and discourse links. This may in
turn help to generate higher-quality meta-reviews.

Although prompting based on our three-layer framework can generate better meta-reviews
than other simple prompting approaches. We still do not understand how it achieves this and
what makes them fail in error cases. To solve this, we have to have rigorous experiments to
evaluate them with customized experimentation. We could get LLMs to synthesize test cases
for specific evaluation in a large scale, such as edge cases which require the model to consider
justifications to balance opinions from different source documents. Lastly, our proposed
method specifically targets the scientific domain in this chapter, it would be interesting to see
whether such framework can be transferred to other domains, such as product and business

reviews. This is what we are going to study in the next chapter.



Chapter 5

Domain-General Opinion Summarization

Ideally, opinion summarization systems should be grounded and transparent and should work
across different domains. This means that the generated meta-reviews should accurately
reflect the opinions in the source documents and the models should offer some evidence to
justify their outputs. In the previous chapter, our work focuses only on scientific reviews.
Although our three-layer meta-reviewing framework gets better meta-reviews and trans-
parency, it does not work in other domains. Most existing work in opinion summarization
is based on end-to-end modelling. They lack transparency because of the black-box nature
of the models. These studies also tend to exclusively focus on product reviews or business
reviews. Although some of them have transparent pipelines (Hosking et al., 2024), their
approach cannot be adapted to summarizing scientific reviews. This is because sentiment
consolidation in the product or business domains is based on majority voting (i.e., the overall
opinion corresponds to the majority view) (Angelidis et al., 2021; Hosking et al., 2024) but in
Chapter 4.2 we found that the majority assumption fails in almost a quarter of the instances
when summarizing scientific reviews.

Therefore, this chapter addresses the last research question of the thesis: how to build
grounded and transparent opinion summarisation systems that work across different domains.

The content of this chapter is based on the following publication.

* Miao Li, Jey Han Lau, Eduard Hovy, and Mirella Lapata. 2025. Decomposed Opinion

Summarization with Verified Aspect-Aware Modules. In Findings of the Association
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for Computational Linguistics: ACL 2025, pages 24805-24841, Vienna. Association

for Computational Linguistics.

5.1 Aspect-Aware Decomposition Across Domains

To make the process of opinion summarization more transparent and grounded, we decompose
the generation process by review aspects with a modular approach. In Chapter 4.2, we
propose a three-layer meta-reviewing framework based on review aspects for the scientific
domain, and it works well in generating the meta-reviews with better predicted sentiments.
However, it is designed only for the scientific domain. Moreover, the framework for scientific
sentiment consolidation focuses only on sentiments instead of considering the justifications
in the meta-review generation. To make opinion summarization more transparent, existing
studies first extract information clusters in the format of sentence fragments (Bhaskar et al.,
2023b; Hosking et al., 2023, 2024) or sentiment spans (L1 et al., 2024b), and then generate
summaries (e.g., using a language model) based on the clusters. However, they are limited in
that they are based on assumptions that are only valid for specific domains (e.g., based on the
popularity of opinions) and are not entirely transparent (e.g., the clusters or aggregation step
cannot be easily verified).

Therefore, in this chapter we propose to decompose opinion summarization into simpler
domain-agnostic sub-tasks: Aspect Identification, Opinion Consolidation, and Meta-review
Synthesis. Intuitively, Aspect Identification first identifies text fragments in the input docu-
ments that are about a particular aspect (e.g., novelty); next Opinion Consolidation creates
meta-reviews for each aspect, and finally Meta-review Synthesis generates a global meta-
review for all aspects. The three modules are implemented by zero-shot prompting of LLMs.
We take this approach because large-scale human-written meta-reviews and intermediate
outputs for modules are usually not available, and they are difficult to annotate. Our imple-
mentation is also inspired by recent applications of chain-of-thought prompting (Wei et al.,
2022) and its variants (Khot et al., 2023; Zhou et al., 2023) in Chapter 2.2, which address

reasoning problems by decomposing complex tasks into a sequence of simpler sub-problems.
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This decomposition is different from our previous work although both are guided by
review aspects. Our previous work extracts sentiments based on the pre-defined format for
scientific opinions and predicts the overall sentiments based on them. In contrast, in this
work, we extract text fragments and generate aspect-focused meta-reviews based on extracted
texts. The length of the text fragments is dynamic, and that makes the model work for other
domains and consider more opinion information such as justification when generating the
final meta-review.

We conduct evaluation experiments on not only generated meta-reviews but also interme-
diate outputs. To showcase the versatility of our approach for different domains, we conduct
experiments on opinion summarization of shoe reviews, hotel reviews, and scientific article
reviews. We implement our approach with different LLM backbones including open- and
closed-source models and compare them with strong prompting and fine-tuning baselines.
The prompting baselines include automatic decomposition which prompt LLMs with model-
generated summarization steps, chunk-wise decomposition which recursively summarizes
the reviews chunk-by-chunk with prompting, and naive aspect-aware prompting which does
not perform task decomposition but is aspect aware (i.e., injecting aspect descriptions into
the prompt). Our automatic evaluation also assesses aspect coverage and faithfulness of the

generated meta-reviews.
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Abstract

Opinion summarization plays a key role in de-
riving meaningful insights from large-scale on-
line reviews. To make the process more ex-
plainable and grounded, we propose a domain-
agnostic modular approach guided by review
aspects (e.g., cleanliness for hotel reviews)
which separates the tasks of aspect identifica-
tion, opinion consolidation, and meta-review
synthesis to enable greater transparency and
ease of inspection. We conduct extensive exper-
iments across datasets representing scientific
research, business, and product domains. Re-
sults show that our approach generates more
grounded summaries compared to strong base-
line models, as verified through automated and
human evaluations. Additionally, our modular
approach, which incorporates reasoning based
on review aspects, produces more informa-
tive intermediate outputs than other knowledge-
agnostic decomposition approaches. Lastly, we
provide empirical results to show that these
intermediate outputs can support humans in
summarizing opinions from large volumes of
reviews.!

1 Introduction

Reviews are omnipresent in the digital world, pro-
viding invaluable insights into products (BraZin-
skas et al., 2021), businesses (Angelidis et al.,
2021), even scientific articles (Li et al., 2023b). Au-
tomatic opinion summarization aims to aggregate
a large and diverse set of reviews about a partic-
ular entity (e.g., hotel) into a single easy-to-read
meta-review (or summary). A good meta-review
should accurately reflect the balance of opinions in
the source reviews and speak to the entity’s specific
aspects (e.g., Cleanliness, Service, Location). A
useful meta-review should also present some evi-
dence justifying its content.

'Code and data are released at: https://github.
com/ocaimli/ModularMetaReview

Opinion summarization has distinct characteris-
tics that set it apart from other summarization tasks.
Firstly, it cannot rely on reference summaries for
training, as human-written meta-reviews are not
generally available (e.g., across entities and do-
mains) and can be difficult to crowdsource (e.g., for
entities represented by thousands of reviews). Sec-
ondly, a meta-review needs to cover the most im-
portant aspects related to the entity of interest. And
finally, given the subjective nature of the summa-
rization task, systems should offer some evidence
to justify their output.

Prior approaches to generating meta-reviews
broadly fall into three categories. Extractive meth-
ods create summaries by selecting a few represen-
tative sentences from source reviews (Angelidis
et al., 2021; Basu Roy Chowdhury et al., 2022; Li
et al., 2023a). While these approaches are scalable
and inherently attributable, the summaries tend to
be overly detailed and lack coherence. Abstractive
methods rely on neural language models to gen-
erate fluent and coherent meta-reviews with novel
language (Frermann and Klementiev, 2019; Chu
and Liu, 2019; Coavoux et al., 2019; Brazinskas
et al., 2020; Amplayo et al., 2021a,b; Iso et al.,
2021; Brazinskas et al., 2021; Cattan et al., 2023).
In the era of large language models (LLMs), long-
context language models could be directly used
on opinion summarization with prompting (Tou-
vron et al., 2023; OpenAl, 2023). However, these
abstractive approaches are neither transparent nor
controllable due to the black-box nature of end-to-
end modeling.

Hybrid methods (Hosking et al., 2023; Bhaskar
et al., 2023; Hosking et al., 2024; Li et al., 2024),
the third category of summarisation approaches,
could generate fluent and explainable summaries.
They first extract information clusters in the for-
mat of sentence fragments (Hosking et al., 2023;
Bhaskar et al., 2023; Hosking et al., 2024) or sen-
timent spans (Li et al., 2024), and then generate

24805

Findings of the Association for Computational Linguistics: ACL 2025, pages 24805-24841
July 27 - August 1, 2025 ©2025 Association for Computational Linguistics



summaries (e.g., using a language model) based on
the clusters. However, they are limited in that they
are based on assumptions valid for specific domains
(e.g., based on the popularity of opinions) and are
not entirely transparent (e.g., either the clusters or
aggregation step cannot be easily verified).

In this paper, we propose to decompose opin-
ion summarization into simpler sub-tasks that
are domain-agnostic and can be executed by
prompting-based LL.Ms dedicated to these sub-
tasks. Our approach is also inspired by recent appli-
cations of chain-of-thought prompting (Wei et al.,
2022) and its variants (Khot et al., 2023; Zhou
et al., 2023), which address reasoning problems
by decomposing complex tasks into a sequence of
simpler sub-problems, which are solved sequen-
tially. Our decomposition consists of three high-
level modules, namely Aspect Identification, Opin-
ion Consolidation, and Meta-Review Synthesis. In-
tuitively, we first identify text fragments in the in-
put reviews discussing aspects about the entity and
domain in question; next we create meta-reviews
for each aspect, and finally we generate a global
meta-review for all aspects (see Figure 1). Our
approach eschews problems relating to the scale
of the input to some extent, since reviews can be
processed in parallel to identify their aspects. It
also avoids problems with clusters being diffuse
or irrelevant since we leverage domain specific as-
pect definitions (as part of the prompt) to obtain
interpretable clusters. Finally, our decomposition
is controllable, and evidence-based, as the output
of each module can be traced back to its input. Our
contributions can be summarized as follows:

* We propose a domain-agnostic decomposition
of opinion summarization into three verifiable
modules that are instantiated with LLMs using
zero-shot prompting.

» Extensive experiments on three datasets from
different domains demonstrate that our aspect-
informed approach produces more grounded
meta-reviews than strong baselines in terms
of automatic and human evaluation.

* Aspect-aware decomposition yields more use-
ful reasoning chains compared to end-to-
end prompting with automatic decomposi-
tion (Khot et al., 2023), and our experiments
show that our generated intermediate reason-
ing steps are empirically helpful in assisting
humans with summarizing reviews.

2 Related Work

Our work focuses on abstractive opinion summa-
rization that aims to generate fluent and coherent
summaries with novel language (BraZinskas et al.,
2021; Li et al., 2023b). This task has been explored
in different domains, such as summarizing reviews
of products, businesses, and scientific articles (Chu
and Liu, 2019; Brazinskas et al., 2021; Li et al.,
2023b; Hosking et al., 2024). Previous abstractive
methods lack transparency in their decision-making
process due to their end-to-end nature (Brazinskas
et al., 2021; Cattan et al., 2023; Touvron et al.,
2023; OpenAl, 2023). Hybrid approaches imple-
ment pipelines with transparent intermediate out-
puts, however, most of them are aspect agnostic,
focusing on how to organize or annotate the input
for downstream processing. For example, Hosk-
ing et al. (2024) propose a method that represents
sentences from reviews as paths through a learned
discrete hierarchy, and then use LLMs to generate
sentences based on frequent paths retrieved from
this hierarchy. Their retrieval module relies on ma-
jority voting, which is less effective in domains
where minority but well-argued opinions are valu-
able, such as in scientific reviews (Li et al., 2023Db).

Inspired by a well-known decomposition of
multi-document summarization into three modules,
namely content selection, content consolidation (or
fusion), and output generation (Barzilay and McK-
eown, 2005; Radev and McKeown, 1998; Lebanoff
et al., 2020; Slobodkin et al., 2024; Krishna et al.,
2021; Li et al., 2024), we apply a similar aspect-
guided decomposition to the task of opinion sum-
marization. A few approaches take aspects into ac-
count. For example, Angelidis et al. (2021) cluster
opinions through a discrete latent variable model
and extract sentences based on popular aspects or
a particular aspect, while Li et al. (2023a) learn
aspects by clustering of aspect-related words. Am-
playo et al. (2021a) fine-tune pre-trained models
on synthetic data enhanced with aspect annotations
which can be used to control output summaries at
inference time. Different from earlier work (Li
et al., 2023a; Bhaskar et al., 2023; Hosking et al.,
2023) which identifies aspects based on sentences,
our approach identifies opinions in text fragments
of variable lengths. We delegate the task of aspect
identification to prompt engineering, demonstrat-
ing that LLMs can reliably extract aspects in the
format of flexible text fragments given an input
review and aspect definitions without additional
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Figure 1: High-level overview of our decomposition for opinion summarization using an example from the

scientific domain with three aspects (Clarity, Soundness, and

). The modules Aspect Identification, Opinion

Consolidation, and Meta-Review Synthesis are instantiated with prompt-based LLMs and operate in sequence. The
output of Aspect Identification serves as input to Opinion consolidation and Meta-Review synthesis aggregates
opinions found in aspect-specific meta-reviews. All prompts and inputs/outputs are in natural language.

training. Bhaskar et al. (2023) and Li et al. (2024)
use similar modules to ours. However, intermedi-
ate results of their recursive prompting and aspect
identification are not inspected or verified and there
is limited transparency, and Li et al. (2024) focus
exclusively aspects in scientific reviews (e.g., opin-
ions about Novelty or Soundness).

Our work also relates to recent efforts aiming
to improve the in-context learning performance of
LLMs through intermediate reasoning chains (Wei
et al., 2022; Yao et al., 2023; Khot et al., 2023).
Previous approaches focus primarily on mathemat-
ical or symbolic reasoning, while intermediate rea-
soning for complex writing tasks such as opinion
summarization remains under-explored (Li et al.,
2024). Decomposed prompting (Khot et al., 2023)
uses LLMs to predict both the task decomposition
into modules and the modules themselves. How-
ever, it is unclear whether it is suited to complex
tasks like opinion summarization.

3 Task Decomposition

Let C denote a corpus of reviews on entities
{e1,e2,...} from a domain d, for example, ho-
tels or scientific articles. Reviews may discuss a
number of relevant aspects Ay = {a1,a2,...},
like Clarity or Soundness, For each entity e;,
our task is to generate a meta-review y; by syn-
thesizing opinions from a set of source reviews

R; = {r1,r9,...} covering all attested aspects A,.
We decompose the task into three modules, namely
Aspect Identification, Opinion Consolidation, and
Meta-Review Synthesis. We present the inner work-
ings of each module in Figure 1 with an example
from the scientific domain. Due to the limited avail-
ability of training data, we implement our modules
using an unsupervised approach, leveraging zero-
shot prompting of LLMs and their instruction fol-
lowing and generation capabilities.

Aspect Identification As not all content in the
source reviews is relevant for generating meta-
reviews, opinion summarization models must be
able to isolate critical information in the input.
The first module, Aspect Identification, selects text
fragments of variable lengths from source reviews
discussing any review aspect. Specifically, for re-
viewed entity e;, our module identifies text frag-
ments for aspect a; from source reviews R;. The
module essentially partitions text fragments into
aspect-specific clusters C; j = { f1, f2, ... }, where
fragments f,;,, can originate from any source review
in R;. For example, in Figure 1, the module identi-
fies fragments in scientific reviews for the aspects
Clarity, Soundness, and Novelty. We implement
this module with zero-shot LLM prompting. Our
prompt template is shown in Appendix A (Figure 3)

1t is worth noting that our prompts could be further im-
proved, however, we leave prompt optimization to future work.
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and can be modified for different aspects and do-
mains. Our aspect identification is not based on
sentence clustering as well-justified opinions may
be composed of multiple sentences, and each text
fragment could be identified for multiple aspects.

Opinion Consolidation As shown in Figure 1,
the output of the first module consists of clusters
of text fragments, each discussing a specific aspect.
Depending on the domain, these clusters can have a
lot of redundancy, often repeating the same opinion.
Our second module, Opinion Consolidation, aggre-
gates opinions into aspect-specific meta-reviews.
We essentially adopt a divide-and-conquer strategy,
since generating meta-reviews from aspect-specific
clusters is significantly easier than producing an
entire summary from reviews containing mixed as-
pects. Specifically, taking as input cluster Cj ;, the
module generates meta-review o; ; for aspect a;.
As we do not have training data for these interme-
diate summaries, we also implement this module
with zero-shot prompting.> Our template (shown
in the Appendix, Figure 4) instructs LLMs to inte-
grate opinions (i.e., text fragments) from a specific
cluster. For example, in Figure 1, the three sen-
tences in the Clarity cluster are aggregated into
“The clarity of the paper needs improvement”.

Meta-Review Synthesis After obtaining all
aspect-specific summaries O; = {0;1,0i2,...},
our last module generates the final meta-review ¥;
for entity e;; it combines the opinions mentioned in
the individual summaries into a fluent and coherent
overall summary. An example is given in Figure 1
where the meta-review focuses on the aspects of
Clarity, Soundness, and Novelty. Again, this mod-
ule leverages the generation capabilities of LLMs,
and is instantiated via zero-shot prompting. Our
template (given in the Appendix, Figure 5) asks
the LLM to write a concise meta-review which
summarizes the provided opinions and covers all
mentioned aspects.

4 Experimental Setup

We showcase the versatility of our approach on
different domains. We first describe the datasets
used in our experiments, discuss implementation
details and comparison baselines, and explain how
we evaluate performance with automatic metrics.

3Some aspects may not have corresponding text fragments
in the source reviews, as they do not always cover every aspect.

Dataset #Train/ Dev/Test #Reviews Sourcel. MetaL #Aspects

PeerSum  22,420/50/100 149 5,146 156.1 5
AmaSum 25,203/50/50 381.8 14,495 948 10
SPACE 0/25/25 100 14,439  75.7 6
Table 1: Statistics of our experimental datasets.

#Train/Dev/Test refer to the number of training, de-
velopment, and test instances, respectively; #Reviews
is the average number of reviews per entity; SourcelL
refers to the total length of the source reviews (when
concatenated) and MetaL to the average meta-review
length; #Aspects is the number of aspects covered in
each dataset. For AmaSum, the statistics are for the
sports shoes subset.

Datasets We conducted experiments on three
domains, product reviews for sports shoes, busi-
ness reviews for hotels, and scientific reviews for
research articles. For business reviews, we use
SPACE, an opinion summarization dataset con-
structed by Angelidis et al. (2021). For product
reviews, we use the sports shoes subset from Ama-
Sum (Brazinskas et al., 2021). For scientific re-
views, we use PeerSum (Li et al., 2023b) and also
the human annotations of review aspects from Li
et al. (2024).* Statistics for these datasets are
shown in Table 1.

SPACE (Angelidis et al., 2021) consists of hotel
reviews from TripAdvisor, with 100 reviews per en-
tity, as well as reference meta-reviews of customer
experiences created by annotators. The dataset pro-
vides six aspects for hotels, which we adopt in our
experiments, namely Building, Cleanliness, Food,
Location, Rooms, and Service. AmaSum contains
meta-reviews for a variety of Amazon products,
with reference summaries collated from profes-
sional review platforms. To cover more domains in
our experiments with limited computing resources,
we randomly choose the sports shoes subset curated
from the RunRepeat platform® which covers the
aspects: Breathability, Durability, Weight, Cush-
ioning, Stability, Flexibility, Traction, Size and Fit,
Comfort, and Misc.

PeerSum (Li et al., 2024) contains reviews for
scientific articles and corresponding meta-reviews
from OpenReview focusing on the aspects of Nov-
elty, Soundness, Clarity, Advancement, and Com-
pliance. Detailed definitions for all aspects in
the datasets (SPACE, AmaSum, and PeerSum) are
given in the Appendix B-D.

*To make our experiments cost-effective, we randomly
sampled 100 test instances from the PeerSum dataset.
5https://runrepeat.com/
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Models Coverage! G-Eval? AlignScore-R/M1 Rouge?
Sentiment CoT-GPT-40 (Li et al., 2024) 0.96 0.75 0.72/0.08 23.47
FT-Llama 8B (Touvron et al., 2023) 0.87 0.60 0.33/0.06 20.60
Aspect-aware decomposition-GPT-40 (ours) 0.95 0.76 0.68/0.06 20.78
Automatic decomposition-Llama 8B (Khot et al., 2023) 0.58 0.20 0.36/0.03 11.98
Chunk-wise decomposition-Llama 8B (Khot et al., 2023) 0.79 0.65 0.65/0.03 21.19
Naive aspect-aware prompting-Llama 8B (Radford et al., 2019) 0.72 0.62 0.70/0.06 16.93
Aspect-aware decomposition-Llama 8B (ours) 0.90 0.66 0.71/0.07 21.12
Automatic decomposition-Llama 70B (Khot et al., 2023) 0.59 0.31 0.51/0.03 12.0
Chunk-wise decomposition-Llama 70B (Khot et al., 2023) 0.84 0.72 0.65/0.06 21.80
Naive aspect-aware prompting-Llama 70B (Radford et al., 2019) 0.72 0.62 0.70/0.07 16.82
Aspect-aware decomposition-Llama 70B (ours) 0.97 0.76 0.76/0.09 22.58

Table 2: Results on scientific reviews of research articles. The first section of the table presents results for
GPT-40 and state-of-the-art models. The second section has results for Llama-8B, and the third one for Llama 70B.
Underlined scores denote best in section per metric while bold scores denote best overall. AlignScore-R calculates
AlignScore against source reviews, while AlignScore-M is computed against reference meta-reviews.

Model Comparisons We implement our mod-
ular approach with different backbone LLMs, in-
cluding closed- and open-source models. Since the
modules need to have reasonable language genera-
tion and instruction following capabilities, we con-
duct experiments with gpt-40-2024-05-13° from
OpenAl, and Llama-3.1-70B-Instruct’ and Llama-
3.1-8B-Instruct® from Meta.® The prompts used in
our experiments are provided in Appendix B-D.

We compare our approach with representative
prompting and fine-tuning baselines (see more de-
tails in Appendix E). We implement two strong
prompting approaches which do not take aspect in-
formation into account: automatic decomposition
breaks down complex reasoning tasks into simpler
ones (Khot et al., 2023) by automatically predicting
the decomposition and the modules, while chunk-
wise decomposition (Khot et al., 2023) recursively
summarizes the input reviews chunk-by-chunk with
prompting.!® We also compare against the naive
aspect-aware prompting which does not perform
task decomposition but is aspect-aware (Radford
et al., 2019). For fine-tuning, we conduct exper-
iments on decoder-only LLMs. Due to computa-
tional limitations, we present fine-tuning results
only with Llama-3.1-8B!! on all three datasets.
Moreover, we also include generations from strong
baseline approaches on our datasets.

6hllps://platfc'rm.openai.com/docs/models/gpt—40

7hnps://huggingface.co/meta—llama/Llama—B. 1-70B-Instruct

8hllps://huggingface.co/meta—llama/Llama—3. 1-8B-Instruct

°All models used in our experiments are instruction-tuned.

!0The input is chunked based on document boundaries. For
PeerSum each review is a chunk, while for AmaSum and
SPACE chunks correspond to 20% of the source documents.

1 https://huggingface.co/meta-llama/Llama-3.1-8B

Automatic Evaluation Metrics We evaluate the
quality of generated meta-reviews in terms of as-
pect coverage and faithfulness (against source re-
views). Aspect coverage measures how well the
generated meta-review for entity e; captures the
aspects discussed in the source reviews. Specifi-
cally, we compute the F} between the set of aspects
present in the generated meta-review and those in
the source reviews. We recognize aspects automat-
ically by running our Aspect Identification module
(see Section 3) on the system input and output.
Opinion faithfulness measures how well opinions
in generated meta-reviews are supported by the
source reviews. Specifically, we use G-Eval (Liu
et al., 2023), a prompting-based evaluation'? met-
ric, and AlignScore (Zha et al., 2023)"3, a fine-
tuned evaluation metric based on information align-
ment between two arbitrary text pieces. We use the
large version of the pre-trained backbone for Align-
Score, and we set nli_sp as our evaluation mode.
We also report Rouge F1 (Lin and Hovy, 2003),
as a measure of overall summary quality.'* To ob-
tain fair conclusions, we make the models output
three generations for each instance and present the
average performance in the tables.

S5 Results and Analysis

We perform experiments on datasets covering mul-
tiple domains, comparing meta-reviews generated
by our approach with those from strong baselines
and state-of-the-art approaches. We further eval-

20ur prompts are provided in Appendix F.

13https://gilhub.com/yuh—zha/AlignScore/lree/main

“We use the average F1 of ROUGE-1, ROUGE-2, and
ROUGE-L.
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Models Coverage! G-Eval? AlignScore-R/M1 Rouge?
HIRO-abs (Hosking et al., 2024) 0.54 0.35 0.78/0.13 14.90
FT-Llama 8B (Touvron et al., 2023) 0.45 0.12 0.43/0.16 9.90
Aspect-aware decomposition-GPT-40 (ours) 0.86 0.87 0.79/0.17 16.10
Automatic decomposition-Llama 8B (Khot et al., 2023) 0.39 0.11 0.47/0.13 9.23
Chunk-wise decomposition-Llama 8B (Khot et al., 2023) 0.58 0.80 0.66/0.08 16.59
Naive aspect-aware prompting-Llama 8B (Radford et al., 2019) 0.54 0.29 0.50/0.07 8.80
Aspect-aware decomposition-Llama 8B (ours) 0.77 0.78 0.69/0.09 16.44
Automatic decomposition-Llama 70B (Khot et al., 2023) 0.31 0.28 0.68/0.14 7.74
Chunk-wise decomposition-Llama 70B (Khot et al., 2023) 0.57 0.88 0.54/0.07 15.28
Naive aspect-aware prompting-Llama 70B (Radford et al., 2019) 0.49 0.48 0.60/0.09 7.35
Aspect-aware decomposition-Llama 70B (ours) 0.83 0.86 0.74/0.16 16.40

Table 3: Results on product reviews of sports shoes. The first section of the table presents results for GPT-40 and
state-of-the-art models. The second section has results for Llama-8B, and the third one for Llama 70B. Underlined
scores denote best in section per metric while bold scores denote best overall. AlignScore-R calculates AlignScore
against source reviews, while AlignScore-M is computed against reference meta-reviews.

Models Coverage? G-Evalf AlignScore-R/M1 Rouget
HIRO-abs (Hosking et al., 2024) 0.87 0.62 0.83/0.24 26.50
TCG (Bhaskar et al., 2023) 0.98 0.66 0.66/0.11 22.98
Aspect-aware decomposition-GPT-40 (ours) 1.00 0.90 0.81/0.10 21.38
Automatic decomposition-Llama 8B (Khot et al., 2023) 0.65 0.07 0.55/0.15 13.80
Chunk-wise decomposition-Llama 8B (Khot et al., 2023) 0.94 0.80 0.65/0.14 22.9
Naive aspect-aware prompting-Llama 8B (Radford et al., 2019) 0.55 0.06 0.34/0.18 10.30
Aspect-aware decomposition-Llama 8B (ours) 0.97 0.81 0.70/0.10 22.05
Automatic decomposition-Llama 70B (Khot et al., 2023) 0.63 0.38 0.70/0.22 10.0
Chunk-wise decomposition-Llama 70B (Khot et al., 2023) 0.93 0.84 0.65/0.01 22.02
Naive aspect-aware prompting-Llama 70B (Radford et al., 2019) 0.37 0.34 0.44/0.22 5.00
Aspect-aware decomposition-Llama 70B (ours) 0.99 0.88 0.79/0.11 23.46

Table 4: Results on business reviews of hotels. The first section of the table presents results for GPT-40 and
state-of-the-art models. The second section has results for Llama-8B, and the third one for Llama 70B. Underlined
scores denote best in section per metric while bold scores denote best overall. AlignScore-R calculates AlignScore
against source reviews, while AlignScore-M is computed against reference meta-reviews.

uate the intermediate outputs obtained from our
modules against human annotations and conduct
ablations to examine the extent to which individ-
ual modules contribute to the summarization task.
Finally, in addition to automatic evaluation we con-
duct human evaluation based on pair-wise system
comparisons and intermediate outputs.

Aspect-aware decomposition leads to better as-
pect coverage and opinion faithfulness. Our
results using automatic evaluation metrics are sum-
marized in Table 2 (scientific articles), Table 3
(shoes), and Table 4 (hotels).!> Across domains
we find that our modular approach with GPT-40
or Llama-3.1-70B delivers the highest coverage of
review aspects. Our approach with GPT-4o is also
better than comparison systems in terms of opinion
faithfulness (see AlignScore). Our aspect-aware de-
composition is consistently superior to more naive

5We run inference three times, with different random seeds
and report average performance.

decompositions and prompting methods in terms
of aspect coverage across domains and model back-
bones. We also observe that using Llama-70B as
a backbone gives our approach a boost across met-
rics which is not surprising as larger models tend to
have better generation and instruction-following ca-
pabilities. Interestingly, the fine-tuned model (FT-
Llama 8B) trails behind our modular system when
using a backbone LLM of the same scale (Aspect-
aware decomposition-Llama 8B), both in terms of
aspect coverage and opinion faithfulness. Overall,
our results suggest that prompt decomposition is
useful in opinion summarization and intermediate
reasoning steps based on task and domain-specific
knowledge lead to meta-reviews of higher quality.

Llama-70B performs well at identifying and
summarizing aspects. In addition to evaluating
the generated meta-reviews, we conduct evalua-
tions on the intermediate outputs of our modules.
We only report results on the scientific domain
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Models Recall{ Precisiont F; T
GPT-40 0.82 0.27 0.40
Llama-3.1-8B 0.80 0.25 0.38
Llama-3.1-70B  0.74 0.34 0.46

Table 5: Evaluation of text fragments extracted by As-
pect Identification against human annotations.

Models AlignScore-ST Rouget
GPT-40 0.86 18.40
Llama-3.1-8B 0.82 18.24
Llama-3.1-70B 0.87 16.93

Table 6: Evaluation of aspect-specific meta-reviews,
i.e., intermediate outputs of Opinion Consolidation.

reusing the ground truth annotations'® provided
in Li et al. (2024). For Aspect Identification, we
calculate word-level Recall, Precision, and F; be-
tween model-extracted text fragments and human-
annotated text fragments following Li et al. (2024).
The scores shown in Table 5 denote how accurately
our approach extracts opinionated text from source
reviews. We find that Llama-3.1-70B is the best
model for this module, even better than GPT-40 (in
terms of F). Moreover, Figure 2 shows that Llama-
3.1-70B also performs well on individual review
aspects, especially frequent ones including Novelty,
Soundness and Clarity. For Opinion Consolidation,
Table 6 shows that Llama-3.1-70B performs bet-
ter than other models at generating aspect-specific
meta-reviews. Taken together, the evaluations on
intermediate outputs explain Llama-3.1-70B’s su-
perior performance at the end task.

Opinion Consolidation is the most important
module. We further examine the contributions
of individual modules to meta-review generation.
Specifically, we perform two ablations: (1) remove
Aspect Identification and directly generate aspect-
specific meta-reviews based on original reviews
and (2) remove Opinion Consolidation and directly
generate final meta-reviews based on text frag-
ments from Aspect Identification. We use Llama-
3.1-70B as our backbone LLM because of its su-
perior performance in previous experiments. As
we have ground truth text fragments for scientific
reviews (Li et al., 2024), we include another exper-
iment in this domain where we replace the output
of Aspect Identification with human-annotated text
fragments. According to Table 7, both Aspect Iden-
tification and Opinion Consolidation are crucial

16hllps://github.com/oaimli/MetaReviewingLogic
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Figure 2: Evaluation of text fragments extracted for

individual review aspects by Aspect Identification.

Domain Modules Coverage?T AlignScore-S1

AI+OC+MS 0.99 0.80
Hotels OC+MS 0.99 0.83
AI+MS 0.55 0.62
AI+OC+MS 0.83 0.74
Shoes OC+MS 0.69 0.72
AI+MS 0.61 0.69
AI+OC+MS 0.97 0.79
Research OC+MS 0.98 0.78
Articles AI+MS 0.97 0.75
AIT+OC+MS 0.97 0.69

Table 7: Ablations quantifying the contribution of differ-
ent modules on three domains (hotels, shoes, research
articles). Al: Aspect Identification, OC: Opinion Con-
solidation, MS: Meta-Review Synthesis, ATT: text frag-
ments selected by humans. Results shown for Aspect-
aware decomposition-Llama 70B.

to generating more faithful meta-reviews and with
higher aspect coverage, however Opinion Consoli-
dation appears to be the most critical as its removal
decreases performance across domains (exception:
coverage for research articles). We also observe
that model-extracted text fragments are on par with
human-selected ones but more helpful to generat-
ing faithful meta-reviews.

Humans prefer meta-reviews generated by our
modular system to gold-standard references.
We conduct human evaluation to verify that our
approach generates meta-reviews that reflect the
review aspects of the input and are overall coherent
and faithful. We recruited crowdworkers through
Prolific!’, selected to be L1 English speakers from
the US or UK, and compensated above the UK liv-
ing wage at 12GBP/hr. We ask crowdworkers to
read a set of source reviews followed by two gen-
erated meta-reviews and select which meta-review
is best (allowing for ties) along two dimensions, as

17https://www.proliﬁc.com/
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Model Cover? Faith? Overallt

Present Reasoning Steps Time| Preferredf

Research Articles

Sentiment CoT-GPT-40 0% 0% 0%
Human-written reference 80% 80% 80%
Automatic decomposition-Llama 70B 90%  90% 90%
Chunk-wise decomposition-Llama 70B 70%  90% 90%
Naive aspect-aware prompting-Llama 70B 0% 0% 10%

Aspect-aware decomposition-GPT-40 10%  50% 50%
Sports Shoes
HIRO-abs 90% 90% 90%
Human-written reference 90% 90% 90%
Automatic decomposition-Llama 70B 100% 90%  100%
Chunk-wise decomposition-Llama 70B 80% 80% 70%
Naive aspect-aware prompting-Llama 70B  20% 20% 40%
Aspect-aware decomposition-GPT-40 10% 20% 30%
Hotels
HIRO-abs 80% 100% 100%
Human-written reference 30% 70%  100%

Automatic decomposition-Llama 70B 90% 100%  100%
Chunk-wise decomposition-Llama 70B 50%  60% 80%
Naive aspect-aware prompting-Llama 70B 100% 100%  100%
Aspect-aware decomposition-GPT-40 0% 0% 10%

Table 8: Proportion of times (%) crowdworkers pre-
ferred our model (Aspect-aware decomposition-Llama
70B) against depicted systems. We highlight in red
comparisons where our model is chosen as better more
than 50% of the time (higher is better). For example,
‘90%’ means that crowdworkers prefer our system on 9
out of 10 entities. We take a majority vote to determine
a single system preference.

well as an overall preference:

* Coverage — Which meta-review covers more
review aspects in the source reviews?

 Faithfulness — Which meta-review has a
higher percentage of opinions supported by
the source reviews?

* Overall — Which meta-review do you think
is better overall?

We randomly select ten entities for each dataset
(SPACE, AmaSum, and PeerSum) and construct
six pairwise combinations between our approach
(Aspect-aware decomposition with Llama-3.1-
70B) and the systems shown in Table 8, including
human-written reference meta-reviews. For Ama-
Sum and SPACE, we only present crowdworkers
with 20% of the reviews for each entity, to main-
tain a reasonable workload (reviews are sampled
randomly). We elicit three annotations for each
pairwise combination of system outputs, leading to
a total of 1,260 ratings. Annotators have reasonable
agreement, with average values of Krippendorff’s
a being 0.335 on shoes, 0.622 on hotels, and 0.463
on research articles. More details on experimental
design and the full instructions are in Appendix G.

No reasoning steps 10.9 20%
Automatic decomposition 10.3 20%
Aspect-aware decomposition (ours) 9.3 40%

Table 9: Average time (in minutes) humans take to write
scientific meta-reviews and the proportion of times par-
ticipants prefer meta-reviews when present with differ-
ent intermediate reasoning steps (in exhausted pair-wise
comparison).

Table 8 shows the proportion of times (%) crowd-
workers prefer our approach against a comparison
system. We find that human judgments are broadly
consistent with automatic evaluation. Crowdwork-
ers prefer our system to human references on two
(shoes and research articles) out of three domains.
We consistently win against automatic and chunk-
wise decompositions (with Llama 70B), but lose
against our own decompositions with GPT-4o.

Aspect-aware decomposition allows humans to
create better summaries faster. We also eval-
uate the intermediate outputs produced by our
modules. In particular, we examine whether the
specific module decomposition adopted by our
system is useful for real-world meta-review writ-
ing. We ask annotators to write meta-reviews for
hotel reviews in three conditions: (1) they are
not given any intermediate reasoning steps; (2)
they are given reasoning steps produced by auto-
matic knowledge-agnostic decomposition from Au-
tomatic decomposition-Llama 70B; and (3) they
are provided with the intermediate outputs of our
modules with Aspect-aware decomposition-Llama
70B as reasoning steps. We record the time it takes
crowdworkers to finish the writing.

We randomly select ten entities and obtain three
meta-reviews for each (according to the three condi-
tions described above). We recruit five annotators,
however, each annotator writes a meta-review for
each entity once to avoid memorization. Based on
the time reported in Table 9, we find that providing
intermediate outputs of our aspect-aware decompo-
sition accelerates participants’ writing compared
with the other two conditions, reducing the time
of writing a meta-review by 14.7% (on average).
More details about how we present different reason-
ing steps to annotators and annotation instructions
are provided in Appendix H.

We also ask another set of annotators to assess
the meta-reviews written above, by presenting pair-
wise comparisons (following the instructions of
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human annotation presented in the previous sec-
tion). We find that participants prefer meta-reviews
written based on the outputs of our modules twice
as much compared to the other two settings (Krip-
pendorff’s « is 0.542).

6 Conclusion

We propose modular decomposition for opinion
summarization based on review aspects. Our de-
composition is evidence-based (the output of each
module can be traced back to its input), enabling
greater transparency and ease of inspection. Ex-
tensive experiments demonstrate that our modular
framework outperforms state-of-the-art methods
and other strong baselines in multiple domains.
Human evaluations reveal that our approach not
only produces higher-quality meta-reviews but also
generates more useful intermediate outputs to as-
sist humans in composing meta-reviews. While our
work focuses on opinion summarization, the con-
cept of aspect-aware decomposition holds promise
for other complex language generation tasks.

Limitations

Despite promising results, our experimental find-
ings are currently limited to English. Furthermore,
the prompts used in our modular approach were
not optimized in any way, suggesting a potential
area for future improvement.

Our approach operates on a set of predefined
aspects, whose definitions were sourced from pre-
vious work (Angelidis et al., 2021; Li et al., 2024).
While reviewing platforms often feature simi-
lar criteria (e.g., https://runrepeat.com/
hoka-bondi-8 for the domain of sports shoes),
our work prioritizes enhancing the grounding and
transparency of opinion summarization. Therefore,
the broader task of aspect engineering, including
unsupervised methods for aspect discovery, falls
outside the scope of this investigation.

Our meta-review synthesis module, aims to
cover all aspects mentioned in the original reviews
without considering their relative importance. We
could easily filter the aspects based on the size of
their corresponding text fragments. However, we
found this approach is not universally applicable
across all domains. In the scientific review domain,
for example, Advancement opinions are more fre-
quent than Novelty ones (25% vs. 14%) but both
aspects are equally important (Li et al., 2024). We
defer further investigation into aspect importance

to future work.

Finally, our approach does not explicitly address
the potential generation of biased or harmful con-
tent, even though our goal is to ensure that the
generated meta-reviews remain grounded in the
original content.

Ethics Statement

Our work primarily focuses on enhancing the capa-
bilities of Al systems to assist humans, rather than
aiming to replace them. As demonstrated in our
experiments, the intermediate outputs generated
by our approach can help humans produce higher-
quality meta-reviews with greater efficiency.
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A Prompts for Aspect-aware Decomposition

In this section we provide the prompt templates used to decompose opinion summarization into the
modules of Aspect Identification, Opinion Consolidation, and Meta-review Synthesis. Domain-specific
prompts are provided in Sections B-D.

Aspect Identification

You are good at understanding documents with {domain} review opinions.

Below is a {domain} review for an academic manuscript, please extract fragments that are related to {the-review-aspect}
of the {the entity}.

Definition of {the review aspect}:{the definition of the review aspect}

Example input review:

{the example input review }

Example format of extracted fragments in different lines:

{the example output}

Target input review:

{input-document}

Final extracted fragments (follow the format above in different lines and if no resulted fragments just output "No related
fragments"):

Figure 3: The few-shot prompt template for the Aspect Identification module; text fragments are extracted for each
(domain) aspect. Please note that for research articles we use few-shot prompting to enable the model follow the
output format while for sports shoes and hotels zero-shot prompting (with just removing the demonstration example)
could get reasonable performances.

Opinion Consolidation

You are good at writing summaries for opinionated texts. You are given some opinionated text fragments, please write a
concise summary for them.

Example input review fragments:

{the example text fragments}

Example summary of the input fragments:

{the example aspect-specific meta-review of the input fragments}

Target input fragments:

{input-fragments }

The final summary of these target input text fragments (just output the answer without any other content):

Figure 4: The few-shot prompt template for the Opinion Consolidation module; it outputs summaries for individual
review aspects. Please note that for research articles we use few-shot prompting to get better performance while for
sports shoes and hotels zero-shot prompting (with just removing the demonstration example) could get reasonable
performances.

Meta-Review Synthesis

You are good at understanding documents with {domain} review opinions.

Below are comments on different review aspects for {the entity}, please write a concise and natural meta-review which
summaries the provided comments and covers all mentioned review aspects.

Comments on different aspects:

{meta-reviews of individual review aspects}

The meta-review is (directly output the answer without any other content):

Figure 5: The prompt template for the Meta-Review Synthesis module based on aspect-specific meta-reviews from
the Opinion Consolidation module. As zero-shot prompting gives us reasonable performances on all the three
datasets, we used the same zero-shot prompt template for the module.
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B Prompts for Scientific Reviews of Research Articles

Prompts for Aspect Identification are given in Tables 6-10 for the aspects Advancement, Clarity, Compli-
ance, Soundness, and Novelty. The prompt for Opinion Consolidation is in Table 11 and all aspects share
the same prompt for this module. The prompt for Meta-Review Synthesis is in Table 12.

You are good at understanding documents with scientific review opinions.
Below is a scientific review for an academic manuscript, please extract text fragments that are related to Advancement of the research work.

Definition of Advancement:

Importance of the manuscript to discipline, significance of the contributions of the manuscript, and its potential impact to the field.

Example input review:

This paper theoretically studied one of the fundamental issue in CycleGAN (recently gained much attention for image-to-image translation). The
authors analyze the space of exact and approximated solutions under automorphisms. Reviewers mostly agree with theoretical value of the paper. Some
concerns on practical values are also raised, e.g., limited or no-surprising experimental results. In overall, I think this is a boarderline paper. But,
T 'am a bit toward acceptance as the theoretical contribution is solid, and potentially beneficial to many future works on unpaired image-to-image translation.
Example output fragments in different lines:

Some concerns on practical values are also raised, e.g., limited or no-surprising experimental results.

Reviewers mostly agree with theoretical value of the paper.

But, I am a bit toward acceptance as the theoretical contribution is solid, and potentially beneficial to many future works on unpaired image-to-image
translation.

Target input review:

{{input_document} }
Final extracted fragments (follow the format above in different lines and if no resulted fragments just output "No related fragments"):

Figure 6: The prompt of Aspect Identification for the aspect Advancement.

C Prompts for Business Reviews of Hotels

Prompts for Aspect Identification on hotels are shown in Tables 13—18 for the aspects Building, Cleanliness,
Food, Location, Rooms, and Service. The prompt for Opinon Consolidation for any review aspect is in
Table 19. The prompt for Meta-Review Synthesis is present in Table 20.

D Prompts for Product Reviews of Sports Shoes

Prompts for Aspect Identification are given in Tables 21-30 for the aspects Breathability, Comfort,
Cushioning, Durability, Flexibility, Misc, Size and Fit, Stability, Traction, and Weight. The prompt for
Opinion Consolidation for any aspect is in Table 31. The prompt for Meta-Review Synthesis is in Table 32.

E Implementation Details of Comparison Models

In this section we provide implementation details for the various comparison models used in our experi-
ments.

* For HIRO-abs (Hosking et al., 2024), we obtain generations for AmaSum and SPACE from
https://github.com/tomhosking/hiro. There are three outputs for each entity and we use the first one
as the generation of HIRO-abs.

» For TCG (Bhaskar et al., 2023), we made some adaptation to get fair comparison. TCG only generates
aspect-oriented summaries instead of an overall global summary, which we have to aggregate to
ensure a fair comparison with our approach. We obtain their released aspect-oriented summaries
and use the open-source Llama 70B to generate an overall summary. We use the same version of
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Aspect Identification: Clarity

You are good at understanding documents with scientific review opinions.
Below is a scientific review for an academic manuscript, please extract fragments that are related to Clarity of the research work.

Definition of Clarity:

The readability of the writing (e.g., structure and language), reproducibility of details, and how accurately what the research question is, what was done
and what was the conclusion are presented.

Example input review:

The paper is about a software library that allows for relatively easy simulation of molecular dynamics. The library is based on JAX and draws heavily
from its benefits.

To be honest, this is a difficult paper to evaluate for everyone involved in this discussion. The reason for this is that it is an unconventional paper
(software) whose target application centered around molecular dynamics. While the package seems to be useful for this purpose (and some ML-related
purposes), the paper does not expose which of the benefits come from JAX and which ones the authors added in JAX MD. It looks like that most
of the benefits are built-in benefits in JAX. Furthermore, I am missing a detailed analysis of computation speed (the authors do mention this in the
discussion below and in a sentence in the paper, but this insufficient). Currently, it seems that the package is relatively slow compared to existing alternatives.

Here are some recommendations:

1. It would be good if the authors focused more on ML-related problems in the paper, because this would also make sure that the package is not considered
a specialized package that overfits to molecular dynamics.

2. Please work out the contribution/delta of JAX MD compared to JAX.

3. Provide a thorough analysis of the computation speed.

4. Make a better case, why JAX MD should be the go-to method for practitioners.

Overall, I recommend rejection of this paper. A potential re-submission venue could be JMLR, which has an explicit software track.

Example output fragments in different lines:

While the package seems to be useful for this purpose (and some ML-related purposes), the paper does not expose which of the benefits come from JAX
and which ones the authors added in JAX MD.

Make a better case, why JAX MD should be the go-to method for practitioners.
Target input review:
{{input_document} }

Final extracted fragments (follow the format above in different lines and if no resulted fragments just output "No related fragments"):

Figure 7: The prompt of Aspect Identification for the aspect of Clarity.

Llama 70B as in our experiments since the GPT-3.5 model used in their implementation has been
deprecated.

e For fine-tuning Llama-3.1-8B, we trained the model with Transformers from Hug-
gingface on the three datasets for 5 epochs on four NVIDIA A100 80G GPUs, with
max-predict-length=512, bfl6=True, batch-size=1, optim=adafactor,
learning-rate=le-6, warmup-rate=0.2, label-smoothing-factor=0.1,
lr-scheduler-type=cosine, fsdp=‘full_shard auto_wrap offload’.

* For naive aspect-aware prompting, we only incorporate aspect descriptions into the prompt. As an
example, we show the prompt for scientific reviews in Figure 33.

* For Automatic decomposition (Khot et al., 2023), the prompting approach cannot be directly trans-
ferred to opinion summarization. Based on the idea of automatic decomposition, we implement
automatic knowledge-agnostic decomposition on our experimental datasets. The idea is to first
generate intermediate reasoning steps and then follow those steps in sequence to generate the final
meta-review. We provide example prompts for scientific reviews in Figure 34 and 35.

* For chunk-wise decomposition (Khot et al., 2023), we first generate small meta-reviews for each
chunk, and then combine all chunk-specific meta-reviews with another prompt to generate the global
meta-review. Example prompts for scientific reviews are shown in Figures36 and 37.
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Aspect Identification: Compliance

You are good at understanding documents with scientific review opinions.
Below is a scientific review for an academic manuscript, please extract fragments that are related to Compliance of the research work.

Definition of Compliance:
Whether the manuscript fits the venue, and all ethical and publication requirements are met.
Example input review:

"The paper proposes a method to identify and correct regions on the data manifold in which a trained classifier fails. The *identification* phase is based
on clustering classification failure regions in a GAN latent space and the *correction* phase is based on fine-tuning the classifier with additional synthetic
samples from the GAN. The proposed method is strongly based on Zhao et al 2018 (Generating Natural Adversarial Examples), a method to generate
on-manifold black-box adversarial examples using a GAN. The authors of the current paper describe some differences of their identification step from
Zhao et al (end of section 3.2.1), but in my opinion they are minor. The main contribution of the current paper over Zhao et al seems to be clustering the
adversarial examples (using GMM) and using them to fine-tune the classifier. This, in my opinion, is potentially an interesting idea, however, the authors
do not show sufficient evidence of its success. Specifically, the authors claim to "achieve near perfect failure scenario accuracy with minimal change in
test set accuracy", but they do not provide any details (e.g. table of accuracy values on the train, test and adversarial sets before and after the fine-tuning). I
would also expect to see an ablation study comparing the proposed method to simply including the adversarial examples found using Zhao et al (w/o
GMM fitting and sampling) as additional training example - a standard adversarial defense approach (see e.g. [1]).Perhaps more importantly, the objective
of the proposed method is not, in my opinion, clear. The title and abstract describe the goal as "debugging" a classifier and correcting fail regions,
however the described method seems like a defense against on-manifold adversarial attack. If the method, as claimed, helps debugging and correcting the
classifier, I would expect to see an improved accuracy on the (natural) unseen test set - not just on the synthetically generated adversarial examples. The
quality and clarity of the writing can be improved as well. A lot of space is allocated to describing well-known methods (e.g. VAE, GMM), however,
critical information about the experimental results are missing. I'm also not sure all the formally defined algorithms and equations actually help in the
understanding (e.g. algorithm 1, equation 2). Some of the mathematical notations are not standard. Minor comment: The norm in definition 3.1 is a regular
vector norm (12?) and not a matrix norm. To summarize: pros: - interesting idea (clustering on-manifold failures, labeling them and then using them to
improve the classifier)cons:- contribution over Zhao et al not well established- insufficient and inaccurate experimental results- general quality of writing -
not sure actual work and experiments match the stated objective - significance *Update:* Following the authors’ response, I upgraded my rating, but I still
think there are critical issues with the paper. The most problematic point, in my opinion, is the only-marginal improvement on the test data, indicating that
the suggested training method only improves the specific "failure scenarios", making it is similar to adversarial training methods used to gain adversarial
robustness. However, the abstract and introduction indicates that the paper helps in debugging in fixing failures in general, which, I think should have been
evident in improved test accuracy.[1] Zhang, Hongyang, et al. "Theoretically principled trade-off between robustness and accuracy."ICML 2019

Example output fragments in different lines:

Some of the mathematical notations are not standard.
Target input meta-review:

{{input_document} }

Final extracted fragments (follow the format above in different lines and if no resulted fragments just output "No related fragments"):

Figure 8: The prompt of Aspect Identification for the aspect of Compliance.

Aspect Identification: Soundness

You are good at understanding documents with scientific review opinions.
Below is a scientific meta-review for an academic manuscript, please extract fragments that are related to Soundness of the research work.

Definition of Soundness: There are usually two types of soundness: (1) Empirical: how well experiments are designed and executed to support the claims,
whether methods used are appropriate, and how correctly the data and results are reported, analysed, and interpreted. (2) Theoretical: whether arguments
or claims in the manuscript are well supported by theoretical analysis, i.e., completeness, and the methodology (e.g., mathematical approach) and the
analysis is correct.

Example input meta-review:

The paper proposes to use the mirror descent algorithm for the binary network. It is easy to read. However, novelty over ProxQuant is somehow limited.
The theoretical analysis is weak, in that there is no analysis on the convergence and neither how to choose the projection for mirror mapping construction.
Experimental results can also be made more convincing, by adding comparisons with bigger datasets, STOA networks, and ablation study to demonstrate
why mirror descent is better than proximal gradient descent in this application.

Example output fragments in different lines:

The theoretical analysis is weak, in that there is no analysis on the convergence and neither how to choose the projection for mirror mapping construction.

Experimental results can also be made more convincing, by adding comparisons with bigger datasets, STOA networks, and ablation study to demonstrate
why mirror descent is better than proximal gradient descent in this application.

Target input meta-review:
{{input_document} }

Final extracted fragments (follow the format above in different lines and if no resulted fragments just output "No related fragments"):

Figure 9: The prompt of Aspect Identification for the aspect of Soundness.
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Aspect Identification: Novelty

You are good at understanding documents with scientific review opinions.
Below is a scientific meta-review for an academic manuscript, please extract fragments that are related to Novelty of the research work.

Definition of Novelty:

How original the idea (e.g., tasks, datasets, or methods) is, and how clear where the problems and methods sit with respect to existing literature (i.e.,
meaningful comparison).

Example input meta-review:
The manuscript describes a method for identifying and correcting classifier performance when labels are assigned incorrectly. The identification is based
on clustering classification failure regions in a VAE latent space and the correction phase is based on fine-tuning the classifier with additional synthetic

samples from the VAE.

Reviewers agreed that the manuscript is not ready for publication. The main issue is that the suggested training method is similar to adversarial training
methods used to gain adversarial robustness. The method does not help in debugging and fixing failures in general.

Example output fragments in different lines:

Reviewers appreciated the novelty, introducing a new simpler routing mechanism, and achieving good performance on real world datasets.
In particular, removing the squash function and experimenting with concurrent routing was highlighted as significant progress.

Alongside with them, I acknowledge the novelty of using layer norm and parallel execution, and recommend accept.

Target input meta-review:

{{input_document} }

Final extracted fragments (follow the format above in different lines and if no resulted fragments just output "No related fragments"):

Figure 10: The prompt of Aspect Identification for the aspect of Novelty.

Opinion Consolidation

You are good at writing summaries for opinionated texts. You are given some opinionated text fragments, please write a concise summary for them.
Example input review fragments:

"1) **Evaluating different explanation techniques:**",

"We thus believe that our results do *not* violate the surmise made in the shared reference, but rather support it.",

"We believe this makes our findings generalizable.",

"Although, the paper brings out the importance of analogies as explanations (which further motivates our work)",

"The proposed technique is flexible as it can provide two forms of explanations: feature and analogy-based.",

"Moreover, explanations in the form of analogies are intuitive for human users.",

"We feel that analogous examples do not need to share common words, content, or sentence structure. What is important is that they *point to latent
factors* that may be responsible for the model’s output.”,

"#*Purpose of analogies:**",

"The authors solved this problem by the use of a learned local distance matrix, in which interaction effects are clearly shown."
Example summary of the input fragments:

The proposed approach to explain similarity prediction is a relatively less explored area, which makes the problem addressed and the proposed method
unique.

Example input review fragments:

"The paper is technically sound, and the claims are carefully developed and well supported.”,

"The manuscript is well structured and very clearly written, with helpful introductions to the methodological ingredients that it builds upon.",

"The paper could be further improved with some reflection on the limitations of the approach.",

"I am not certain how large a contribution it will have to the field of Bayesian inference in general.",

"I’1l use the rest of the section for high-level comments.",
"- In its current form, the paper convinces me that SHF decreases runtime and increases performance for datasets with low complexity."

Example summary of the input fragments:

Based on these, I recommend acceptance for this paper. All reviewers agree that the paper proposes an interesting approach to Bayesian inference
incorporating coresets with Hamiltonian flows.

Target input review fragments:
{{review_fragments} }

The final summary of these target input text fragments (just output the answer without any other content):

Figure 11: The prompt of Opinion Consolidation for any aspect of scientific reviews.
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Meta-review Synthesis

You are good at understanding documents with scientific review opinions.

Below are comments on different review aspects for an academic manuscript, please write a concise and natural meta-review which summaries the
provided comments and covers all mentioned review aspects.

Comments on different aspects:

{{metas_generated} }

The meta-review is (directly output the answer without any other content):

Figure 12: The prompt of Meta-Review Synthesis for research articles.

Aspect Identification: Building

You are good at understanding documents with hotel review opinions.
Below is a business review for a hotel, please extract fragments that are related to Building of the hotel.

Definition of Building:
Analysis of how well the hotel was constructed, its design, functionality, and how these factors contribute to the success and satisfaction of its guests.

Target input review:
{{input_document} }

Final extracted fragments (follow the format above in different lines and if no resulted fragments just output "No related fragments"):

Figure 13: The prompt of Aspect Identification for the aspect of Building.

Aspect Identification: Cleanliness

You are good at understanding documents with hotel review opinions.
Below is a business review for a hotel, please extract fragments that are related to Cleanliness of the hotel.

Definition of Cleanliness:
Evaluation of how well the hotel maintains a clean, sanitary, and comfortable environment for its guests, impacting their overall experience and satisfaction.

Target input review:
{{input_document} }

Final extracted fragments (follow the format above in different lines and if no resulted fragments just output "No related fragments"):

Figure 14: The prompt of Aspect Identification for the aspect of Cleanliness.

Aspect Identification: Food

You are good at understanding documents with hotel review opinions.
Below is a business review for a hotel, please extract fragments that are related to Food of the hotel.

Definition of Food:

Evaluation of the dining experience including the quality and variety of the food, ultimately affecting guest satisfaction and the hotel’s reputation.
Target input review:

{{input_document} }

Final extracted fragments (follow the format above in different lines and if no resulted fragments just output "No related fragments"):

Figure 15: The prompt of Aspect Identification with the aspect of Food.

F Implementation Details for Automatic Evaluation

Implementation details of G-Eval (Liu et al., 2023) are presented in Figures 38, 39, and 40 for the three
domains, respectively. We use gpt-40-2024-05-13 as the backbone LLM of G-Eval.

G Details of Human Evaluation on Quality of Generated Meta-Reviews

We conduct human evaluation based on pair-wise comparisons to verify the quality of our generated
meta-reviews (in terms of aspect coverage and opinion faithfulness). We recruited crowdworkers through
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Aspect Identification: Location

You are good at understanding documents with hotel review opinions.
Below is a business review for a hotel, please extract fragments that are related to Location of the hotel.

Definition of Location:

Analysis of how the hotel’s location influences the guest experience, considering factors like convenience, safety, proximity to attractions, and the overall
environment.

Target input review:

{{input_document} }

Final extracted fragments (follow the format above in different lines and if no resulted fragments just output "No related fragments"):

Figure 16: The prompt of Aspect Identification for the aspect of Location.

Aspect Identification: Rooms

You are good at understanding documents with hotel review opinions.
Below is a business review for a hotel, please extract fragments that are related to Rooms of the hotel.

Definition of Rooms:
Assessment of how well the room meets the guest’s needs and expectations in terms of comfort, cleanliness, amenities, and overall experience.

Target input review:
{{input_document} }

Final extracted fragments (follow the format above in different lines and if no resulted fragments just output "No related fragments"):

Figure 17: The prompt of Aspect Identification for the review aspect of Rooms.

Aspect Identification: Service

You are good at understanding documents with hotel review opinions.
Below is a business review for a hotel, please extract fragments that are related to Service of the hotel.

Definition of Service:
Assessment of how well the hotel staff and management meet the needs of their guests, impacting their comfort, convenience, and overall experience.

Target input review:
{{input_document} }

Final extracted fragments (follow the format above in different lines and if no resulted fragments just output "No related fragments"):

Figure 18: The prompt of Aspect Identification with the aspect of Service.

You are good at writing summaries for opinionated texts. You are given some opinionated text fragments, please write a concise summary for them.

Target input review fragments:
{{review_fragments} }

The final summary of these target input text fragments (just produce the answer without any other content):

Figure 19: The prompt of Opinion Consolidation for any individual review aspect for hotels.

Meta-Review Synthesis

You are good at understanding documents with hotel review opinions.
Below are business reviews in different aspects for a hotel, please write a concise and natural meta-review which summaries the provided comments and
covers all mentioned review aspects.

Comments on different aspects:

{{metas_generated} }
The meta-review is (directly output the answer without any other content):

Figure 20: The prompt of Meta-Review Synthesis for hotels.
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Aspect Identification: Breathability

You are good at understanding documents with sports shoes review opinions.
Below is a product review for a pair of shoes, please extract fragments that are related to Breathability of shoes.

Definition of Breathability:
Evaluation about breathability of the shoes.

Target input review:
{{input_document} }

Final extracted fragments (follow the format above in different lines and if no resulted fragments just output "No related fragments"):

Figure 21: The prompt of Aspect Identification for the aspect of Breathability.

Aspect Identification: Comfort

You are good at understanding documents with sports shoes review opinions.
Below is a product review for a pair of shoes, please extract fragments that are related to Comfort of shoes.

Definition of Comfort:
Evaluation about comfort of the shoes, such as tongue padding, heel tab, and removable insole.

Target input review:
{{input_document} }

Final extracted fragments (follow the format above in different lines and if no resulted fragments just output "No related fragments"):

Figure 22: The prompt of Aspect Identification with the aspect of Comfort.

Aspect Identification: Cushioning

You are good at understanding documents with sports shoes review opinions.
Below is a product review for a pair of shoes, please extract fragments that are related to Cushioning of shoes.

Definition of Cushioning:
Evaluation about cushioning of the shoes, such as heel stack and forefoot stack.

Target input review:
{{input_document} }

Final extracted fragments (follow the format above in different lines and if no resulted fragments just output "No related fragments"):

Figure 23: The prompt of Aspect Identification for the review aspect of Cushioning.

Aspect Identification: Breathability

You are good at understanding documents with sports shoes review opinions.
Below is a product review for a pair of shoes, please extract fragments that are related to Durability of shoes.

Definition of Durability:
Evaluation about durability of the shoes, such as outsole hardness and thickness.

Target input review:
{{input_document} }

Final extracted fragments (follow the format above in different lines and if no resulted fragments just output "No related fragments"):

Figure 24: The prompt of Aspect Identification with the aspect of Durability.

Prolific!® with compensation above the UK living wage at £12 per working hour.

For product reviews of sports shoes, we randomly select ten entities from the test data of AmaSum.
Based on generated meta-reviews, for each entity we construct six pairs of comparisons between our
modular approach with Llama-3.1-70B as a backbone and comparison baselines. There are originally
about 400 source reviews in each entity and it is hard for humans to review all of them. To balance
annotator workload, we present annotators with 20% reviews and randomly select reviews for three times
to ensure experimental consistency. Therefore, there are 18 pairs of comparisons for each entity. Each

Bwww.prolific.com
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Aspect Identification: Flexibility

You are good at understanding documents with sports shoes review opinions.
Below is a product review for a pair of shoes, please extract fragments that are related to Flexibility of shoes.

Definition of Flexibility:
Evaluation about flexibility of the shoes, such as stiffness, stiffness in the cold, and difference in stiffness in the cold.

Target input review:

{{input_document} }
Final extracted fragments (follow the format above in different lines and if no resulted fragments just output "No related fragments"):

Figure 25: The prompt of Aspect Identification with the review aspect of Flexibility.

Aspect Identification: Misc

You are good at understanding documents with sports shoes review opinions.
Below is a product review for a pair of shoes, please extract fragments that are related to Misc of shoes.

Definition of Misc:
Evaluation about reflective elements of the shoes.

Target input review:
{{input_document} }

Final extracted fragments (follow the format above in different lines and if no resulted fragments just output "No related fragments"):

Figure 26: The prompt of Aspect Identification with the review aspect of Misc.

Aspect Identification: Size and Fit

You are good at understanding documents with sports shoes review opinions.
Below is a product review for a pair of shoes, please extract fragments that are related to Size and Fit of shoes.

Definition of Size and Fit:
Evaluation about size and fit of the shoes, such as internal length, toebox width at the widest part, and gusset type.

Target input review:
{{input_document} }

Final extracted fragments (follow the format above in different lines and if no resulted fragments just output "No related fragments"):

Figure 27: The prompt of Aspect Identification for the aspect of Size and Fit.

Aspect Identification: Stability

You are good at understanding documents with sports shoes review opinions.
Below is a product review for a pair of shoes, please extract fragments that are related to Stability of shoes.

Definition of Stability:
Evaluation about stability of the shoes, such as torsional rigidity, heel counter stiffness, midsole width in the forefoot and midsole width in the heel.

Target input review:
{{input_document} }

Final extracted fragments (follow the format above in different lines and if no resulted fragments just output "No related fragments"):

Figure 28: The prompt of Aspect Identification for the aspect of Stability.

pair is rated by three different annotators and we obtain 540 annotations for the dataset.

We recruited 27 annotators from Prolific with L1 English from the US or UK, with a minimum approval
rate of 100% in more than 100 studies. In addition to the attention check question for each annotation
instance, we also included quality control instances, asking participants to distinguish human-written

24824



Aspect Identification: Traction

You are good at understanding documents with sports shoes review opinions.
Below is a product review for a pair of shoes, please extract fragments that are related to Traction of shoes.

Definition of Traction:
Evaluation about traction of the shoes, such as lug depth.

Target input review:
{{input_document} }

Final extracted fragments (follow the format above in different lines and if no resulted fragments just output "No related fragments"):

Figure 29: The prompt of Aspect Identification for the review aspect of Traction.

Aspect Identification: Weight

You are good at understanding documents with sports shoes review opinions.
Below is a product review for a pair of shoes, please extract fragments that are related to Weight of shoes.

Definition of Weight:
Evaluation about weight of the shoes.

Target input review:
{{input_document} }

Final extracted fragments (follow the format above in different lines and if no resulted fragments just output "No related fragments"):

Figure 30: The prompt of Aspect Identification for the review aspect of Weight.

You are good at writing summaries for opinionated texts. You are given some opinionated text fragments, please write a concise summary for them.
Target input review fragments:

{{review_fragments} }

The final summary of these target input text fragments (just produce the answer without any other content):

Figure 31: The prompt of Opinion Consolidation for any individual review aspect for sports shoes.

Meta-Review Synthesis

You are good at understanding documents with sports shoes review opinions.

Below are product reviews in different aspects for a pair of shoes, please write a concise and natural meta-review which summaries the provided comments
and covers all mentioned review aspects.

Comments on different aspects:

{ {metas_generated} }

The meta-review is (directly output the answer without any other content):

Figure 32: The prompt of Meta-Review Synthesis for the product reviews of sports shoes.

reference meta-reviews from random meta-reviews (taken from other entities). Each annotator worked on
20 annotation instances for the main study and another 4 quality control instances. Raters were asked
five questions about review aspects and opinion faithfulness. Our annotation instructions and interface
are shown in Figure 41, Figure 42, and Figure 43. After filtering out annotators failing more than one
quality control annotation pair, the annotators have reasonable agreement and the average Krippendorff’s
« of 0.335.

We follow the same setting for the evaluation of meta-reviews for hotels. There are also 540 annotations,
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Naive Aspect-Aware Prompt

Please write a summary for the reviews on a scientific article, focused on the review aspects below.
Review aspects:

(1) Advancement: importance of the manuscript to discipline, significance of the contributions of the manuscript, and its
potential impact to the field.

(2) Clarity: the readability of the writing (e.g., structure and language), reproducibility of details, and how accurately
what the research question is, what was done and what was the conclusion are presented.

(3) Compliance: whether the manuscript fits the venue, and all ethical and publication requirements are met.

(4) Soundness: there are usually two types of soundness, empirical (how well experiments are designed and executed to
support the claims, whether methods used are appropriate, and how correctly the data and results are reported, analysed,
and interpreted.) and theoretical (whether arguments or claims in the manuscript are well supported by theoretical

analysis, i.e., completeness, and the methodology, e.g., mathematical approach and the analysis is correct.)

(5) Novelty: how original the idea (e.g., tasks, datasets, or methods) is, and how clear where the problems and methods
sit with respect to existing literature (i.e., meaningful comparison).

Reviews on a scientific article:
{{source_documents} }

The output summary:

Figure 33: The prompt with aspects in scientific reviews of research articles for naive aspect-aware prompting.

Automatic Decomposition Prompt

You are requested to write the steps. Please output the final answer with only the steps in different lines, no other useless
content.

Please give me sequential steps to write a summary specific for the following reviews on an academic paper.
Reviews on a paper: {source_text}
The steps to write a summary in different lines:

Figure 34: The prompt for automatic decomposition to generate intermediate reasoning steps to write the meta-review
for scientific reviews.

Prompt to Follow Reasoning Steps from Automatic Decomposition

You are requested to follow the instruction and only generate the requested output.

{output_from_last _step}

Please follow the instruction below and give your output.
{current_step}

The output:

Figure 35: The prompt to follow automatically predicted steps by automatic decomposition to generate the final
meta-review.

and we obtain 27 annotators from Prolific. The annotation instructions and experimental interface are
shown in Figure 44, Figure 45, and Figure 46. After filtering out annotators who failed on more than one
quality control instances, the average Krippendorff’s « is 0.622.

For scientific reviews of research articles, we randomly select ten entities from the test data of PeerSum.
There are also six pairs of comparisons between our modular approach with Llama-3.1-70B as a backbone
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Chunk Summarization Prompt

You are requested to do summarization. Please output the final answer with only the summary, no other useless content.

Please write a summary for the following review on an academic paper.
The review: {the_text_chunk}
The output summary:

Figure 36: The prompt of chunk-wise decomposition to summarize individual chunks of texts for scientific reviews
of research articles.

Summary Aggregation Prompt

You are requested to do summarization. Please output the final answer with only the summary, no other useless content.

Please write a summary for the following texts.

The texts to be summarized:
{the_concatenation_of_small_meta_reviews_of_chunks}
The output summary:

Figure 37: The Prompt for aggregating chunk-specific meta-reviews into the global meta-review.

G-Eval for Sports Shoes

Here are several review documents that contain opinions from different people about a pair of shoes, along with a
candidate summary of these reviews.

You are required to evaluate how accurately the given summary reflects the overall opinions for review aspects expressed
in the original reviews.

Please read all opinions in the summary and calculate the percentage of faithful opinions that are clearly supported by
the source review documents.

Review documents:
{{source_documents} }
The candidate summary:
{{generation_summary} }

The percentage of faithful opinions (only output a decimal like 0.12, no other content):

Figure 38: The G-Eval prompt for evaluating meta-reviews for sports shoes.

and comparison baselines. As there are only about 15 reviews on average, we show annotators all reviews.
Therefore, there are 6 pairs of comparisons for each entity. Each pair gets annotated by three different
annotators and we have 180 annotations for the dataset. We elicited 9 annotators from Prolific with
required L1 English from the US or UK, and a minimum approval rate of 100% in more than 100 studies.
We also required that they are pursuing a PhD in computer science or engineering. In addition to the
attention check question for each annotation instance, we also included quality control instances, same as
before. Therefore, each annotator worked on 20 pairs of comparisons for the main study and another 4
quality control instances. In each annotation, participants are asked 5 questions about review aspects and
opinion faithfulness. The annotation instructions and interface are shown in Figure 47, Figure 48, and
Figure 49. After filtering out annotators failing more than one quality control instances, the annotators,
the average Krippendorff’s « is 0.463.
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G-Eval for Research Articles

Here are several review documents that contain opinions from different people about a scientific paper, along with a
candidate summary of these reviews.

You are required to evaluate how accurately the given summary reflects the overall opinions for review aspects expressed
in the original reviews.

Please read all opinions in the summary and calculate the percentage of faithful opinions that are clearly supported by
the source review documents.

Review documents:
{{source_documents} }
The candidate summary:
{{generation_summary} }

The percentage of faithful opinions (only output a decimal like 0.12, no other content):

Figure 39: The G-Eval prompt for evaluating meta-reviews on research articles.

G-Eval for Hotels

Here are several review documents that contain opinions from different people about a hotel, along with a candidate
summary of these reviews.

You are required to evaluate how accurately the given summary reflects the overall opinions for review aspects expressed
in the original reviews.

Please read all opinions in the summary and calculate the percentage of faithful opinions that are clearly supported by
the source review documents.

Review documents:
{{source_documents} }
The candidate summary:
{{generation_summary} }

The percentage of faithful opinions (only output a decimal like 0.12, no other content):

Figure 40: The G-Eval prompt for evaluating meta-reviews on hotels.

H Details of Human Evaluation on Usefulness of Intermediate Qutputs

To record the time that humans spend to write meta-reviews with different reasoning steps, we conduct the
experiments also with Prolific and present annotators interfaces with instructions in Figure 50, Figure 51
and Figure 52.We recruited five crowdworkers through Prolific'® with compensation above the UK living
wage at £12 per working hour. These annotators are required to be experienced in L1 English from the US
or UK, with a minimum approval rate of 100% in more than 100 studies. Annotators are required to focus
on the annotation task and finish the writing task in a continuous period of time. The study is conducted
on ten entities and there are three meta-reviews for each (according to the three conditions described
in Section 5). To avoid memorization, each annotator must write a meta-review for each entity only once.
We find that all our annotators passed our attention check question present in our instructions Figure 52.
We calculate the average time that the participants take for the ten instances in each condition from the

Ywww.prolific.com
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five annotators.

To compare the quality of written meta-reviews in the three different conditions, we run another human
evaluation in the same setting as the one to compare model-generated meta-reviews in Section 5. This was
also based on pair-wise comparison and there were 30 pairs of comparison. We recruited three annotators
and each pair of comparison was annotated for three times. The agreement among the three annotators is
high (Krippendorff’s a is 0.542).

24829



Meta-review quality evaluation

Informed Consent

This study is being conducted for scientific research. Participation is voluntary, and you may withdraw from the study at any time. All collected data
will be used solely for research purposes, with strict anonymization to ensure no personally identifiable information is collected or stored. A
comprehensive Participant Information Sheet is available upon request. If you do not consent to participate, kindly disregard this study.

The form includes an attention check question, which is clearly marked. Please make sure you complete it correctly, otherwise your submission
risks being rejected.

Instructions

In this task you will be presented with a set of reviews on a pair of sports shoes, followed by two meta-reviews (Meta-review A and B) which are
produced by automatic systems or humans and supposed to present the aggregated opinions from the reviews. Your task is to compare quality
of the two meta-reviews below.

The reviews and meta-review on sports shoes are usually about any of the following review aspects:

(1) Breathability: evaluation about breathability of the shoes.

(2) Comfort: evaluation about comfort of the shoes, such as tongue padding, heel tab, and removable insole.

(3) Cushioning: evaluation about cushioning of the shoes, such as heel stack and forefoot stack.

(4) Durability: evaluation about durability of the shoes, such as outsole hardness and thickness.

(5) Flexibility: evaluation about flexibility of the shoes, such as stiffness, stiffness in the cold, and difference in stiffness in the cold.
(6) Misc: evaluation about reflective elements of the shoes.

(7) Size and Fit: evaluation about size and fit of the shoes, such as internal length, toebox width at the widest part, and gusset type.

(8) Stability: evaluation about stability of the shoes, such as torsional rigidity, heel counter stiffness, midsole width in the forefoot and midsole
width in the heel.

(9) Traction: evaluation about traction of the shoes, such as lug depth.
(10) Weight: evaluation about weight of the shoes.

First, please carefully read through the reviews and try to get an overall idea of what the aggregated opinions are. Then, read the two meta-
reviews carefully and answer our guestions to compare quality of these two meta-reviews. (You might want to use your browser's search function
to help find parts of reviews that are relevant.)

Question 1. What review aspects are covered in the reviews?

Please carefully identify review aspects in the reviews. For example, reviews only cover Size and Fit and Traction.

Question 2. What review aspects are covered in the meta-review A?

Please carefully identify review aspects in the meta-review A. For example, the meta-review A only covers Weight.

Question 3. What review aspects are covered in the meta-review B?

Please carefully identify review aspects in the meta-review B. For example, the meta-review B may cover Weight and Traction.
Question 4. Which meta-review has a higher percentage of opinions that are clearly supported by the reviews?

An ideal meta-review should capture opinions that are clearly supported by the reviews. The given meta-reviews may capture unfaithful or
hallucinated opinions.

Question 5. Overall, which is the better meta-review?

When deciding this, please consider (a) fluency and coherence of the meta-reviews, (b) how well the meta-review covers the review aspects
identified in the reviews, and also (c) how well the meta-review captures aggregated opinions from the reviews.

Figure 41: Experimental instructions and interface for human evaluation study on sports shoes reviews (part 1).
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First, read through the reviews, and each meta-review.

Reviews

### Review 1 ### This review is for size/fit only. It's still summer here, but | knew | needed a new pair of snow boots and didn't want to wait until the
last minute. Anyway, | am an adult, but can wear kids size 4 shoes. | ordered these in a kids 5, figuring | would probably want to wear heavy socks
with them. Glad | ordered a size up because they seem to run a bit small. | agree with other reviewers that the fit is a little tight around the ankle
area. But overall, they seem like they are comfortable and well made

### Review 2 ### We received the boots before a ski trip and while away, | kept asking my son if he had his boots on the right feet. Come to find
out while away and trying to wear them, the company made a boot with two left feet. It was somewhat difficult to tell just looking at them but come
to find out, they were defective. The fabric of the boot that went up his leg was sewn on another left boot. Needless to say, they have been
returned.

### Review 3 ### My son loves these boots! Drawstring too helps keep the snow from going in their boots.

### Review 4 ### Great boots! My son had no complaints whatsoever of cold feet while being in the snow.

### Review 5 ### Kid's feet are always warm and dry. Liners are removable but never had to take them out. We ALWAYS buy Kamik boots for our
Minnesota winters.

### Review 6 ### Great for snow and just the NY cold weather - insulation can be removed and you have a rain and cold boot. color is prettier than
the picture

### Review 7 ### These are the kid boots | keep coming back to. Waterproof, warm, traction and they've worked in Alaska and Wyoming. Spendy
for us, but they have lasted through 4 pairs of boy feet. Excellent.

### Review 8 ### Purchased for my daughter. As far as | know they fit as expected. | ordered one size up simply to extend them into next winter as
well as it's easy to double up socks if needed. She's played in the snow a few different times in these and they've kept her feet warm and dry. They
are easy to put on and off and cinch easily. Would buy again!

### Review 9 ### Love this make of boot....they last and last (each pair last long enough to be pasted to all three of my children) and keep feet
warm and dry through a Wisconsin winter! Could improve their look....lacking in style and good looks, but hardworking

### Review 10 ### | ordered both the size 6 and size 7 US Big Kids' boots to see which was better. | usually wear a women's 7 or 7 W, but in boys'
shoes, a size 5.5. The size 6 boots are a little bit snug with bulky socks on, but the size 7 was too big, and my foot slid around. Went with the size 6,
and wore them for a hike in the forest recently. | think the inner pad in the smaller size will mold nicely to my feet after a few wearings.

### Review 11 ### Kamik boots are the best kids boot for a reasonable price. East to take off and on. They stand up to Buffalo winters.

### Review 12 ### bought for my 12 yr old girl. she usually wear size 3, but got her a size 4 and theres just enough room to grow in. hopefully it will
last.

### Review 13 ### We love Kamik brand of snow boots. My oldest son needed new ones this year and we got these. They are well made and look
nice. My youngest son is wearing the Kamik ones my oldest had when he was about 6 or 7 yrs old and they have lots of life left in them.

### Review 14 ### Great kid boots for a MN winter. | have had two kids in these for two years, they never complain of cold feet. They play outside
for recess almost every day here, and usually after school too. Lots of time in temps between 0 and 30F.

### Review 15 ### Great fit. Easy to put on and off. Made well.

### Review 16 ### My son hasn't worn them yet in the snow but so far so good. They're warm and they keep his feet dry.

(Scroll to see more)

Meta-review A Meta-review B

These Kamik boots are high-quality, durable, and warm, suitable for Kamik snow boots are praised for their quality, warmth, and

kids in harsh winter conditions, with breathable design and durability. They fit well, keep feet dry, and are easy to clean and
removable liner for easy drying. They have aggressive soles ideal for maintain. While some reviewers experienced issues with sizing and
outdoor play and are generally lightweight, reducing complaints of waterproofing, many customers are extremely satisfied with the
tiredness. However, some users experienced sizing issues, with boots, considering them a great investment for families. They are
boots running small and narrow, especially around the ankle area, suitable for snowy and cold weather conditions and are often

and some found the interior could be softer. The fit can be initially described as being able to withstand multiple seasons.

narrow, but may stretch out over time, and the secure fit can be a
problem for some users. Although the design is functional, with an
easy on-and-off feature, some users found it lacking in style and
aesthetic appeal.

Figure 42: Experimental instructions and interface for human evaluation study on sports shoes (part 2).

24831



Now, please assess the meta-reviews to answer the questions. It's OK to go back and re-read the meta-reviews or search through the reviews if
you need to. Required fields are marked with an asterisk.

— Informed Consent * Attention Check *

| understand the study and consent to participate. Please select the entity that the reviews are talking about.

m 1 Hotel | Shoes ‘ Scientific article

— What review aspects are covered in the reviews? *

) Breathability ©J Comfort ) Cushioning CJ Durability [J Flexibility ) Misc O Size and Fit () Stability ©) Traction =) Weight CJ None

— What review aspects are covered in the meta-review A? * — What review aspects are covered in the meta-review B? *

[ Breathability [) Breathability
[ Comfort [ Comfort
) Cushioning ) Cushioning
[ Durability [ Durability
[ Flexibility [ Flexibility
[ Misc [ Misc
) Size and Fit ) Size and Fit
[ Stability [ Stability
[J Traction [J Traction
[ Weight [ Weight
J None J None

— Which meta-review has a higher percentage of opinions that are clearly supported by the revi 7]

An ideal meta-review should capture opinions that are clearly supported by the reviews. The given meta-reviews may capture unfaithful or
hallucinated opinions.

Meta-review A | No difference | Meta-review B

— Overall, which is the better meta-review? *

When deciding this, please consider (a) fluency and coherence of the meta-reviews, (b) how well the meta-review covers the review aspects
identified in the reviews, and also (c) how well the meta-review captures aggregated opinions from the reviews.

Meta-review A | No difference | Meta-review B

Figure 43: Experimental instructions and interface for human evaluation study on sports shoes (part 3).
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Meta-review quality

Informed Consent

This study is being conducted for scientific research. Participation is voluntary, and you may withdraw from the study at any time. All collected data
will be used solely for research purposes, with strict anonymization to ensure no personally identifiable information is collected or stored. A
comprehensive Participant Information Sheet is available upon request. If you do not consent to participate, kindly disregard this study.

The form includes an attention check question, which is clearly marked. Please make sure you complete it correctly, otherwise your submission
risks being rejected.

Instructions

In this task you will be presented with a set of reviews on a hotel, followed by two meta-reviews (Meta-review A and B) which are produced by
automatic systems or humans and supposed to present the aggregated opinions from the reviews. Your task is to compare quality of the two
meta-reviews.

The reviews and meta-reviews on a hotel are usually about any of the following review aspects:

(1) Building: analysis of how well the hotel was constructed, its design, functionality, and how these factors contribute to the success and
satisfaction of its guests.

(2) Cleanliness: evaluation of how well the hotel maintains a clean, sanitary, and comfortable environment for its guests, impacting their overall
experience and satisfaction.

(3) Food: evaluation of the dining experience including the quality and variety of the food, ultimately affecting guest satisfaction and the hotel's
reputation.

(4) Location: analysis of how the hotel's location influences the guest experience, considering factors like convenience, safety, proximity to
attractions, and the overall environment.

(5) Rooms: assessment of how well the room meets the guest’s needs and expectations in terms of comfort, cleanliness, amenities, and overall
experience.

(6) Service: assessment of how well the hotel staff and management meet the needs of their guests, impacting their comfort, convenience, and
overall experience.

First, please carefully read through the reviews and try to identify covered review aspects and get an overall idea of what the aggregated opinions
are. Then, read the two meta-reviews carefully and answer our questions to compare quality of the two meta-reviews. (You might want to use
your browser's search function to help find parts of reviews that are relevant.)

Question 1. What review aspects are covered in the reviews?

Please carefully identify review aspects in the reviews. For example, reviews only cover Building and Food.

Question 2. What review aspects are covered in the meta-review A?

Please carefully identify review aspects in the meta-review A. For example, the meta-review A only covers Food.

Question 3. What review aspects are covered in the meta-review B?

Please carefully identify review aspects in the meta-review B. For example, the meta-review B may cover Food and Service.
Question 4. Which meta-review has a higher percentage of opinions that are clearly supported by the reviews?

An ideal meta-review should capture opinions that are clearly supported by the reviews. The given meta-reviews may capture unfaithful or
hallucinated opinions.

Question 5. Overall, which is the better meta-review?

When deciding this, please consider (a) fluency and coherence of the meta-reviews, (b) how well the meta-review covers the review aspects
identified in the reviews, and also (c) how well the meta-review captures aggregated opinions from the reviews.

Figure 44: Experimental instructions and interface for human evaluation study on hotels (part 1).
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First, read through the reviews, and each meta-review.

Reviews

### Review 1 ### Rooms are small. Staff less than friendly. In fact, at check-in the hotel clerk advised me my deposit would be returned to me
immediately, but they were not. Its now been 5 days. Why do they get to make interest off my funds, and more important why do | have to pay
interest for incidental charges | didn't even incur. Furthemore, we could not even sit in the lounge aea in the restaurant in the bar because it was
rented out. Not to mention they were doing filming right in front of the hotel so pretty much every time we went in or out we had to wait anyhere
from 10 to 30 minutes. There was no advance warning of this nor even an apology for the inconvenience from the hotel. And don't even get me
started about film clean up crew scraping metal to road and the beep beep beep of trucks backing up whle the fim clean up crew worked from
approx. 11 pm to 1:30 am. Hmm, do they care about their guests? But the bed was firm and comfortable.

### Review 2 ### a great little hotel right in the heart of chicago and within walking distance of all the attractions chicago has to offer.Compared to
other hotels in and around the area, | thought | got and absolute bargain through Expedia. Checked in within minutes and checked out in even less
time by charming and helpful staff. Free computers to use,plus special computer to print out flight home boarding passes. Start your long day with
a breakfast in restaurant just 50 metres away,or hotel restaurant. | would not hesitate to stay there again. One tip if you go up the Sears or
Hancocks towers make sure its a cloudless day,if the clouds are low you wont see a thing!

### Review 3 ### this was a surprisingly comfortable 2 bd 2 bath suite w/a compact kitchen that included 2 burner stove, mini fridge, microwave
and service for 4 in the cabinets. Had 3 flat screens, one in each bedroom and one in the common sitting area. king bed in one rm, queen bed in the
other. No view. The space was great for the 3 of us and would be good for families. There are no bedroom doors, just partitions, so be aware if
complete privacy is needed. Best thing was the terrific location just steps off Mag Mile and close to Millennium Park. tons of restaurants nearby.
Walking distance to all of Chicago's downtown attractions or short bus/taxi rides for those who prefer to ride.The rate was quite reasonable-we
booked a couple of months in advance. Would absolutely stay again.

### Review 4 ### This is a superior hotel offering a great location for a reasonable price. Those who are travelling with others might find the rooms
small, but the riverside view from my room on the 38th floor (arranged at check-in) more than made up for this. Anyone visiting Chicago for the
sights would appreciate the view of downtown, stretching to Sears Tower, the Field Museum, Lake Michigan and beyond. Great food is available
from the small bistro on the ground floor, and all requests to front desk staff were very cheerfully accommodated. Maid service was of the highest
standard. | would stay here again without a moment's hesitation and would recommend this hotel to anyone.

### Review 5 ### Have stayed in many hotels in chicago and this is the smallest room | have ever stayed in. The housekeeping was a bit hit and
miss some days coffee some days none!The plus points were free internet in the lounge and a water cooler which you could fill with the available
bottles on each floor which saves a few bucks each day. The reception staff were a bit snooty for us holiday makers , witnessed very different
treatment of business travellers.

### Review 6 ### Couldn't ask for a much better location if you want to stay in downtown Chicago and be able to walk around. PROS

(Scroll to see more)

Meta-review A

This hotel in downtown Chicago is a mixed bag, offering a great
location within walking distance to many attractions, clean and
comfortable rooms with modern amenities, and a range of services
including a fitness center and on-site restaurant. However, rooms
are generally small, with some having limited natural light, and the
hotel has drawbacks such as slow elevators and thin walls. The staff
is friendly and helpful, but service can be inconsistent. Dining
options include an on-site Italian restaurant with varied reviews,
while the hotel's kitchenette allows guests to prepare their own
meals. Overall, the hotel is a good option for business travelers and
those looking for a convenient and affordable place to stay in
Chicago, but may not be ideal for those seeking spacious rooms or
consistent service.

Meta-review B

The staff were very welcoming and were always happy to help you
with whatever was needed. The rooms were also very clean, and
clean every day we stayed. Our room has a good sized, fully
equipped, private bathroom. The continental breakfast was decent
with baguettes, croissants, cereal, yogurts, etc. We were pleased by
the location of the hotel.

Figure 45: Experimental instructions and interface for human evaluation study on hotels (part 2).
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Now, please assess the meta-reviews to answer the questions. It's OK to go back and re-read the meta-reviews or search through the reviews if
you need to. Required fields are marked with an asterisk.

— Informed Consent * Attention Check *
| understand the study and consent to participate. Please select the entity that above the reviews are talking about.
m l Hotel I Shoes ‘ Scientific article
— What review aspects are covered in the reviews? *

[2) Building [ Cleanliness [) Food [ Location [ Rooms [ Service [J None

— What review aspects are covered in the meta-review A? *

— What review aspects are covered in the meta-review B? *
C) Building J Building
[J Cleanliness [J Cleanliness
) Food [) Food
[ Location ) Location
CJ Rooms CJ Rooms
[ Service [J Service
[ None [J None

— Which meta-review has a higher percentage of opinions that are clearly supported by the reviews? * *

An ideal meta-review should capture opinions that are clearly supported by the reviews. The given meta-reviews may capture unfaithful or
hallucinated opinions.

Meta-review A | No difference | Meta-review B

— Overall, which is the better meta-review? *

When deciding this, please consider (a) fluency and coherence of the meta-reviews, (b) how well the meta-review covers the review aspects
identified in the reviews, and also (c) how well the meta-review captures aggregated opinions from the reviews.

Meta-review A | No difference | Meta-review B

Figure 46: Experimental instructions and interface for human evaluation study on hotels (part 3).
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Meta-review quality evaluation

Informed Consent

This study is being conducted for scientific research. Participation is voluntary, and you may withdraw from the study at any time. All collected data
will be used solely for research purposes, with strict anonymization to ensure no personally identifiable information is collected or stored. A
comprehensive Participant Information Sheet is available upon request. If you do not consent to participate, kindly disregard this study.

The form includes an attention check question, which is clearly marked. Please make sure you complete it correctly, otherwise your submission
risks being rejected.

Instructions

In this task you will be presented with a set of reviews on a scientific article, followed by two meta-reviews (the Meta-review A and B) which are
produced by automatic systems or humans and supposed to present the aggregated opinions from the reviews. Your task is to compare quality
of the two meta-reviews.

The reviews and meta-reviews on a scientific article are usually about any of the following review aspects:

(1) Advancement: importance of the manuscript to discipline, significance of the contributions of the manuscript, and its potential impact to the
field.

(2) Clarity: the readability of the writing (e.g., structure and language), reproducibility of details, and how accurately what the research question
is, what was done and what was the conclusion are presented.

(3) Compliance: whether the manuscript fits the venue, and all ethical and publication requirements are met.

(4) Soundness: there are usually two types of soundness, empirical (how well experiments are designed and executed to support the claims,
whether methods used are appropriate, and how correctly the data and results are reported, analysed, and interpreted.) and theoretical (whether
arguments or claims in the manuscript are well supported by theoretical analysis, i.e., completeness, and the methodology, e.g., mathematical
approach and the analysis is correct.)

(5) Novelty: how original the idea (e.g., tasks, datasets, or methods) is, and how clear where the problems and methods sit with respect to
existing literature (i.e., meaningful comparison).

First, please carefully read through the reviews and try to identify covered review aspects and get an overall idea of what the aggregated opinions
are. Then, read the two meta-reviews carefully and answer our questions to compare quality of the two meta-reviews. (You might want to use
your browser's search function to help find parts of reviews that are relevant.)

Question 1. What review aspects are covered in the reviews?

Please carefully identify review aspects in the reviews. For example, reviews only cover Advancement and Soundness.

Question 2. What review aspects are covered in the meta-review A?

Please carefully identify review aspects in the meta-review A. For example, the meta-review A only covers Advancement.
Question 3. What review aspects are covered in the meta-review B?

Please carefully identify review aspects in the meta-review B. For example, the meta-review B may cover Advancement and Clarity.
Question 4. Which meta-review has a higher percentage of opinions that are clearly supported by the reviews?

An ideal meta-review should capture opinions that are clearly supported by the reviews. The given meta-reviews may capture unfaithful or
hallucinated opinions.

Question 5. Overall, which is the better meta-review?

When deciding this, please consider (a) fluency and coherence of the meta-reviews, (b) how well the meta-review covers the review aspects
identified in the reviews, and also (c) how well the meta-review captures aggregated opinions from the reviews.

Figure 47: Experimental instructions and interface for human evaluation study on article reviews (part 1).
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First, read through the reviews, and two meta-reviews.

Reviews

##3# The Paper Abstract ###

We evaluate the information that can unintentionally leak into the low dimensional output of a neural network, by reconstructing an input image from
a 40- or 32-element feature vector that intends to only describe abstract attributes of a facial portrait. The reconstruction uses blackbox-access to
the image encoder which generates the feature vector. Other than previous work, we leverage recent knowledge about image generation and facial
similarity, implementing a method that outperforms the current state-of-the-art. Our strategy uses a pretrained StyleGAN and a new loss function
that compares the perceptual similarity of portraits by mapping them into the latent space of a FaceNet embedding. Additionally, we present a new
technique that fuses the output of an ensemble, to deliberately generate specific aspects of the recreated image.

### The Review 1 ###

This paper studies the unintentional information leakage that can happen in deep encoder networks that extract latent representations with
abstract attributes from face images. The paper proposes a method that is capable to reconstruct an input face image from a feature vector
representation using only black box access to the image encoder. The method is based on the StyleGAN formulation, which is extended with an
additional loss that compares the perceptual similarity of portraits by mapping them into the latent space of a FaceNet embedding. The purpose of
this paper is to raise awareness about the relevant security issues of existing deep learning systems for face analysis. + This paper deals with an
interesting and important problem that has attracted limited attention from the computer vision community. It is particularly important for reasons
related to security and preservation of privacy.

+ The proposed pipeline is intuitive and sound, building upon the formulation of the StyleGAN model. - The technical novelty of the proposed
method is relatively limited. It only describes a small extension of the loss function of the StyleGAN model. It is mostly interesting as an application
of the GAN-based formulations, but | think that it lacks sufficient contributions for a paper accepted in ICLR. Other venues might be more
appropriate for such paper.

- The experimental evaluation is highly inadequate. The only quantitative evaluation is the one presented in Table 1. However, this corresponds to an
internal evaluation of the proposed method, without any comparison with other SOTA methods. Closely related methods like (Yang et al., 2019) and
(Zhao et al. 2021) should have been included in the quantitative comparisons. In addition, a perceptual user study should have been included in the
experiments, in order to quantify the performance of the proposed method and other compared methods, in terms of whether the reconstructed
faces are perceived by humans to have the same identity as the original real faces.

- The paper has also inadequacies in terms of discussing and citing prior art. First, Some closely-related works, like (Razzhigaev et al. 2020) are
only presented in Table 2 of the Appendix. However, such works should have been presented in the main paper, with discussion about their
similarities and differences from the proposed method. Furthermore, the paper has not cited some closely-related works like the following:

(Scroll to see more)

Meta-review A Meta-review B

This manuscript proposes a novel method for reconstructing a target The paper proposes a learning method (specifically a deep

face image from a low-dimensional feature vector, addressing an equilibrium learning approach) for 'regularization by denoising’, a
important problem related to security and privacy preservation in the plug-and-play method for solving inverse problems.

computer vision community. While the approach is interesting and

leverages recent knowledge in image generation and facial similarity, After the rebuttal, all reviewers support acceptance of the paper.
outperforming the current state-of-the-art, the paper has several The reviewers find the paper to be well written, the problem to be
significant inadequacies. The experimental evaluation is inadequate, interesting, and the claims to be well supported (reviewer Hjnn),
lacking comparison with state-of-the-art methods and clear both empirically (reviewer uDGc) and through theory. Reviewer A7f5
conclusions, which raises guestions about the validity of the finds the work particularly exciting since both memory and training
findings. Additionally, the discussion of prior art is insufficient, and time are reduced, without sacrificing image quality.

the structure and content of the paper are not suitable for this

venue. The authors need to provide more justification and ablation Based on my own reading and the unanimous support of the
studies for their approach to strengthen the manuscript. reviewers, | recommend acceptance of the paper. A nice

contribution!

Figure 48: Experimental instructions and interface for human evaluation study on article reviews (part 2).
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Now, please assess the meta-reviews to answer the questions. It's OK to go back and re-read the meta-reviews or search through the reviews if
you need to. Required fields are marked with an asterisk.

— Informed Consent * Attention Check *

| understand the study and consent to participate. Please select the entity that the reviews are talking about.

m [ Hotel | Shoes | Scientific article

— What review aspects are covered in the reviews? *

J Advancement CJ Clarity ©) Compliance ©) Soundness [J Novelty C) None

— What review aspects are covered in the meta-review A? * — What review aspects are covered in the meta-review B? *

[} Advancement [ Advancement
O Clarity O Clarity
J Compliance ) Compliance
[J Soundness [J Soundness
[ Novelty [ Novelty
[ None [J None
— Which meta-review has a higher percentage of opinions that are clearly supported by the revi Y&

An ideal meta-review should capture opinions that are clearly supported by the reviews. The given meta-reviews may capture unfaithful or
hallucinated opinions.

Meta-review A | No difference | Meta-review B

— Overall, which is the better meta-review? *

When deciding this, please consider (a) fluency and coherence of the meta-reviews, (b) how well the meta-review covers the review aspects
identified in the reviews, and also (c) how well the meta-review captures aggregated opinions from the reviews.

Meta-review A | No difference | Meta-review B

Figure 49: Experimental instructions and interface for human evaluation study on article reviews (part 3).
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Meta-review writing

Informed Consent

This study is being conducted for scientific research. Participation is voluntary, and you may withdraw from the study at any time. All collected data
will be used solely for research purposes, with strict anonymization to ensure no personally identifiable information is collected or stored. A
comprehensive Participant Information Sheet is available upon request. If you do not consent to participate, kindly disregard this study.

Instructions

In this task you will be present with a set of reviews on a hotel. Please write a meta-review on the hotel based on the reviews. We will collect the
written meta-review and record the time it takes.

An ideal meta-review should cover most review aspects in the reviews and reflect the aggregated opinions which should be supported by the
reviews.

Review aspects for any scientific article are:

(1) Building: analysis of how well the hotel was constructed, its design, functionality, and how these factors contribute to the success and
satisfaction of its guests.

(2) Cleanliness: evaluation of how well the hotel maintains a clean, sanitary, and comfortable environment for its guests, impacting their overall
experience and satisfaction.

(3) Food: evaluation of the dining experience including the quality and variety of the food, ultimately affecting guest satisfaction and the hotel's
reputation.

(4) Location: analysis of how the hotel’s location influences the guest experience, considering factors like convenience, safety, proximity to
attractions, and the overall environment.

(5) Rooms: assessment of how well the room meets the guest’s needs and expectations in terms of comfort, cleanliness, amenities, and overall
experience.

(6) Service: assessment of how well the hotel staff and management meet the needs of their guests, impacting their comfort, convenience, and
overall experience.

Reviews

This is one of our favorite getaway spots...we were there on Halloween weekend, and there was a totally delightful parade down the main street,
adding to the overall charm of the weekend! Calistoga is always full of surprises! There are three mineral pools at Roman Spa; two with jets, and one
that is a swimming pool. It was raining while we were there, and they supply umbrellas if you want to use the outdoor pool! It is always a great time,
even in the rain!

The hotel is centrally located in town and has it's own spa called the Baths. Love their mineral bath and massages. The best thing about the Roman
spa is the mineral pool and therapy spa. We love to go down after dinner and hang out in the pool, it is delightful.

We just returned from a 4 night stay at the Roman Spa. | have not kept count but | would guess that this is our 20 + stay. We usually go twice a year
for a family reunion of cousins which Calistoga is pretty central. The help is fantastic. All the way from the office to the maid and grounds men.
Friendly, willing to help and very helpful if needed. The facilities are kept in perfect condition. For example, each morning the maid group go around
and wipe the outdoor tables and chairs as well as the pool funature of dust and dew. These is a beautiful patio area with eating tables and Weber
BBQ [bricketts] as well as a gas cooking facility. These are cleaned daily. Rooms are very clean, made up efficiently and we have never had any
problems of any type at the facilities. They have three heated pools, one large outdoor, medium indoor and a hot tub type thing. I'm sure that you
could find something less expensive although in my opinon, Roman Spa is not expensive, but you will not find anything with the amenities that it has
for the price. [They even have loaner umbrtells in stredgit location when the weather in inclement] Can't wait to go back in the spring.

My family and | have been coming to the Roman Spa for approximately 8 years. Every New Years we come for a four day visit. We spend a great
deal of time in and around the hot spring fed pools and jacuzzi's. The staff has essentially remained the same throughout the time we have been
coming to the the Roman Spa. They are friendly and helpful. While young family members are welcome the Roman Spa encourages these
youngsters to behave themselves in and around the pool areas so as to not disprupt the serenity of the grounds. The rooms are clean, modern, and
are kept up. There are kitchenettes in some units, kitchens in others, and some just have a microwave & small refrigerator. There is no free WiFi
internet available which is something that | would encourage the Roman Spa to take a look at adding in the future. However they do have a PC in the
lobby for guests to check their emails, which is a good alternative. The actual Spa treatments are next door and the one thing | would encourage is

Figure 50: Interface for annotators to write meta-reviews based on different intermediate outputs (part 1).
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for a small price break for spa treatments to Roman Spa Resort guests. As it is folks that come in off the street pay the same rates for spa
treatments as resort guests. My suggestion is make it more enticing for a resort guest to do a spa treatment especially ones that are staying
multiple nights. All in all, | have no complaints. The Resort is very clean, the grounds and landscaping are fantastic, with a Spanish/Mission style
motif. There is adequate parking and everything in town is within walking distance.

We spent 4 days at the Roman Spa on our honeymoon and had a most wonderful time. Be aware - this is not one of the big hotel chains so no fancy
high tech facilities, no wi-Fi and no restaurant What you do get is VERY comfortable accommodation, kitchenette - excellent little supermarket
around the corner so you can eat in (Healthier & cheaper) without restrictions on menus etc. The staff were helpful and friendly and the spa is for
being thoroughly spoiled! And the location is close to everything

(Scroll to see more)

Intermediate Steps

You could write the meta-review based on aggregation of aspect-focused meta-reviews that we provide below if you find them useful. You will see
an aspect-focused meta-review and corresponding text fragments extracted from the reviews.

HUHBHR RIS Review Aspect #HHE I #H

Building

#itHE R Aspect-Focused Meta-Review ####H###HHHHH#

The resort offers clean, comfortable, and well-maintained rooms and facilities, including multiple heated pools, a patio area, and kitchenettes.
Although it lacks high-tech amenities like Wi-Fi and a restaurant, its Spanish/Mission style grounds and landscaping are well-kept and beautiful. The
location is convenient, with everything in town within walking distance. However, some rooms may need decor updates and the beds can be hard.
#iHE R Extracted Text Fragments ###HH#

1. The facilities are kept in perfect condition.

2. These is a beautiful patio area with eating tables and Weber BBQ [bricketts] as well as a gas cooking facility.

3. They have three heated pools, one large outdoor, medium indoor and a hot tub type thing.

4. The rooms are clean, modern, and are kept up.

5. The Resort is very clean, the grounds and landscaping are fantastic, with a Spanish/Mission style motif.

6. There is adequate parking and everything in town is within walking distance.

7. kitchenette - excellent little supermarket around the corner so you can eat in

8. VERY comfortable accommodation,

9. Be aware - this is not one of the big hotel chains so no fancy high tech facilities, no wi-Fi and no restaurant What you do get is VERY comfortable
accommaodation, kitchenette - excellent little supermarket around the corner so you can eat in (Healthier & cheaper) without restrictions on menus
etc.

10. the three therapy pools also beautifully kept with grounds and flowers

11. The rooms are emaculate and well appointed

12. The grounds are simply amazing!

13. Pots of tulips and daffodils in full bloom; other plantings well cared for; pathways clean and swept.

14. Our room was clean and comfortable

15. While the rooms could use a style update, ours was clean and had a small but nice bathroom.

16. Our room had a kitchenette which was convenient, but since the spa is located only steps away from a variety of restaurants (high, medium and
low end), we just used it for the refrigerator and early morning coffee.

17. The bed was HARD!

18. It needs an update, new decor, the whole 9.

19. The room was very clean.

20. The room was also dark, even with the curtains open, so we had to have lights on all the time.

(Scroll to see more)

Please answer the following questions and write a meta-review based on your understanding of the reviews. It's OK to go back and re-read the
reviews or search through them if you need to. Required fields are marked with an asterisk.

Please (1) make sure you correctly complete the attention check question which is clearly marked, (2) do not use any Al tools for writing, (3) do not
directly use extracted sentences as the meta-review, and (4) finish the writing in a continuous period of time, otherwise your submission risks being
rejected.

Figure 51: Interface for annotators to write meta-reviews based on different intermediate outputs (part 2).
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— Informed Consent * Attention Check *

| understand the study and consent to participate. Please select the entity that above the reviews are talking about.

(o]

— Writing Meta-R

Please write a meta-review based on your understanding of the reviews in around 70 words. An ideal meta-review should cover most review aspects
in the reviews and reflect the aggregated opinions which should be supported by the reviews.

Figure 52: Interface for annotators to write meta-reviews based on different intermediate outputs (part 3).
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5.2 Reflections 149

5.2 Reflections

Our experimental results demonstrate that our proposed opinion summarization approach
based on aspect-aware decomposition produced better meta-reviews than other strong base-
lines in multiple domains in terms of automatic and human evaluation. Our work differs
from existing research in that we aim to render the generative process less opaque across
domains while generating useful aspect-aware reasoning chains that could assist humans with
summarizing and aggregating reviews. Although the idea of incorporating aspects is not new,
prior works either focus on extractive summarization or they do not provide interpretable
intermediate steps (Amplayo et al., 2021; Bhaskar et al., 2023a). Based on our ablation study,
we find that the opinion consolidation module is the most important among the three modules.
Ultimately, it is interesting to find that our aspect-aware decomposition could guide LLMs to
generate better intermediate steps for summarization, and that these intermediate steps can
help humans write meta-reviews.

However, our work for transparent opinion summarization across different domains still
has some limitations especially in aspect detection, prompt optimization, and experimental
evaluation.

Our approach requires pre-defined aspects. Defining an aspect set for any domain is
challenging. Our work focuses on improving the grounding and transparency of opinion
summarization and investigate reasoning trajectories of prompted LLMs with given aspects,
while leaving the aspect engineering for the future work. Based on our experiments, when
we have a reasonable aspect set, our approach works very well in different domains. In
the future work, we could automatically detect the aspects for any domain and combine
the aspect detection with our current approach to make it more applicable to new domains.
We could directly use the aspect detection approaches in the existing work, such as topic
modelling (Zhang et al., 2023). As LLMs shows impressive performance in sentiment
analysis (Zhang et al., 2024c), another straightforward idea could be prompting LLMs to
detect aspects from input reviews.

Moreover, our prompts could be further optimized. For example, we can insert constraints

like word count into the prompts for our modules to constrain generations. We use similar
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prompts across domains in the current work; however, prompt optimization could bring
further benefits for specific domains.

Lastly, we could do more experiments to validate our approach. We only have experiments
on datasets in English. As a future work it would be good to extend our approach to other
languages, e.g., Chinese and Spanish. The current work focuses on aspect coverage and
faithfulness of generated meta-reviews in evaluation. However, our approach does not
explicitly address the potential of biased or harmful generations. For example, the model
might under-represent opinions from female users, particularly when their opinions are
expressed less frequently or in more subtle terms, thereby introducing demographic bias. We
could incorporate another module to check the biases in the generated meta-reviews before
presented to human users. This could reduce the risk of generating biased meta-reviews

when in real-world deployment.



Chapter 6

Conclusion and Future Directions

6.1 Thesis Summary

The thesis focuses on developing computational models to integrate information from multi-
ple sources to generate better summaries on both ideational and opinionated documents. We
now summarize the contributions of the thesis by highlighting the key findings and insights
based on our studies in Chapter 3, Chapter 4 and Chapter 5.

For summarization of ideational documents, which primarily contain factual informa-
tion, we represent input document clusters using heterogeneous graphs. These graphs are
integrated into encoder—decoder pre-trained language models (PLMs) through graph com-
pression, where the graph of input documents is compressed into a graph representing the
ground truth summary. This heterogeneous representation enables the model to better capture
semantic relationships across documents. Empirical results demonstrate that our approach
achieves state-of-the-art performance on widely used datasets in both news and scientific
domains. These findings highlight the potential of incorporating heterogeneous graph rep-
resentations for broader multi-document tasks that require integration of information from
multiple sources.

For summarizing opinionated documents, we construct a dataset based on scientific
meta-reviews, which can be interpreted as abstractive summaries of reviews and multi-

turn discussion during the peer-review process. Unlike existing MDS datasets, our dataset
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features rich inter-document relationships, an explicit conversational structure, and occasional
conflicting information. It thus provides a novel test bed for research on MDS of opinionated
sources. To model the explicit conversational structure, we design a customized PLM
that incorporates structural inductive biases derived from the conversational structure by
manipulating Transformer attention mechanisms. Experiments show that our model generates
higher-quality meta-reviews than strong baselines. That said, we find that all models struggle
to resolve conflicts across input documents. Further human evaluation highlights the difficulty
of this task.

We conduct these two summarization studies for ideational and opinionated sources when
PLMs are the foundation of text summarization research. With the rapid development of
LLMs, however, they have demonstrated remarkable instruction-following ability, revolution-
izing nearly all NLP tasks, including text summarization, and marking a paradigm shift in
2023. To understand whether these models are truly capable of consolidating information for
summary generation, we conduct an in-depth study of the scientific meta-reviewing process.
We propose a three-layer framework for sentiment consolidation, guided by review aspects
commonly considered by human meta-reviewers (e.g., novelty). The emergent capabilities of
LLMs in chain-of-thought and in-context learning make it straightforward to integrate any
symbolic ‘reasoning structures’ into prompts, while challenging for PLM-based approaches
to integrate the reasoning steps based on on graph neural networks or attention manipula-
tion. We implement our framework through prompting LLLMs and show that it produces
higher-quality meta-reviews than other strong prompting approaches.

We extend the idea of sentiment consolidation to make meta-review generation more
grounded, transparent, and adaptable across domains. To this end, we propose an aspect-
aware decomposition framework for opinion summarization that operates in multiple domains.
The summarization process is decomposed into three sub-tasks: aspect identification, opinion
consolidation, and meta-review synthesis, each implemented through prompting LLMs. This
decomposition is different from our previous work even though both are guided by review
aspects. Unlike our previous work that extracts sentiments based on the predefined format

for scientific opinions and then predicts the overall sentiments based on them, this new
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approach extracts text fragments and generates aspect-focused meta-reviews directly from
them. The fragment length is dynamic, allowing the model to incorporate richer opinion
information, such as justifications, whereas the earlier method considered only sentiments.
Experiments show that this approach produces better meta-reviews in most domains, with
higher aspect coverage and more faithful generations than strong baselines, while remaining
competitive with our prior method in the scientific domain. Moreover, the framework
generates intermediate steps that assist human meta-reviewers in producing higher-quality
reviews more efficiently. Overall, this work demonstrates that integrating reasoning steps by

prompting enhances the effectiveness of LLMs in MDS.

6.2 Future Directions

Following our work on benchmark datasets, modelling methodologies and evaluation metrics
in the thesis, we share insights and future directions for better multi-document summarization

(MDS).

6.2.1 Reasoning-Driven Summarization

To make MDS truly useful and reliable for real-world utilities, it should go beyond simple
pattern recognition or surface-level processing. MDS models should ideally not only generate
high-quality summaries but also reasoning steps or explanations, i.e., how they synthesize
the summarized information from the source documents. This requires the summarization
models to possess the capability of language reasoning to logically analyse relationships, draw
inferences, and synthesize information from inputs to produce meaningful and consistent
summaries. For example, language reasoning would explain how MDS models integrate
information from different source documents and solve the conflicts in the documents. This
will enhance the explainability of MDS models.

As humans do not write down the reasoning processes of how they get the summarized
information, in the future we could use reinforcement learning to make the models to

automatically discover the reasoning processes of MDS. We could compare the difference
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between model reasoning processes and human reasoning processes with human evaluation
to help us understand more about how humans correlate and integrate dispersed information

across multiple sources.

6.2.2 Process-Aware Evaluation

Most evaluation for MDS focuses on the quality of generated summaries instead of the
information integration process across source documents.

We argued previously that a useful summarization system should have the capability
to not only generate a good summary but also present their reasoning steps to justify the
generated summary. Therefore, we also need to design evaluation methodologies to check
not only quality of generated summaries but also how well the models follow reasonable
steps to get the outputs, such as how they deal with conflicts in generation. This requires
deep understanding and diagnosis of model behaviours based on the reasoning steps. To
achieve this, we could design evaluations on the generated reasoning steps in future work.
We need to first make the models generate a summary and corresponding reasoning steps,
then check the logical correctness of the reasoning steps, and lastly evaluate the faithfulness
of the generated summary to the reasoning steps. For example, the reasoning steps may not
logically connected with repeated or missing steps.

To this end, we could build adversarial evaluations to understand more about the model
behaviours in MDS. We could change critical information in source documents to break the
existing cross-document relationships, such as on human names and numerical values, and
check whether the models could generate summaries having the corresponding reflection on

the updated information.

6.2.3 Multimodal Documents as Input

Documents could inherently contain information in multiple modalities, not only texts but
also tables, images, and even videos. For example, models must understand texts, tables,

and images to write a summary of multiple scientific articles and reviews with opinionated
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emojis. However, existing models for MDS only focus on language information rather than
visual information. When processing multimodal inputs, MDS needs to effectively integrate
information from different sources in different modalities. Large vision-language models
could be a simple solution to this and we could prompt them to generate the summary for
multimodal documents (Liu et al., 2023a; Reid et al., 2024). To make them useful, we have
to understand if they truly integrate multimodal information from different sources. However,
there are few benchmark datasets and it is expensive to have human annotations with
multimodal inputs. We need to develop benchmarks for the future work. The collaboration
between human annotators and LLMs could be able to accelerate the annotation process. For
example, we could first get annotators to write questions based on a cluster of documents,
then get LLMs to extract the related elements (e.g., sentences or images) from the documents,
and finally annotators could get the answers based on the extracted content by LLMs. This
can make the annotation process more efficient as annotators do not need to read the entire
documents.

To make the summarization on multimodal documents more transparent and grounded,
we could try to decompose the process of multimodal summarization into different modules
similar to what we have done in the thesis. Specifically, to fuse information from different
modalities we could first transform related information from other modalities into texts, and
use a large language model to summarize the texts from different sources like what we have
done in the thesis. Once we could extract related information from images to texts, we can

get reasonable summaries like what we can get in the thesis.

6.2.4 Large-Scale Synthetic Datasets

For MDS data scarcity is a crucial problem to train and test LLMs which serve as the
modelling foundation of the task. This is because it is not cost-effective to get large-scale
data for training and testing. In professional domains, e.g., medical documents, it is expensive
to get human annotated data as it requires professional knowledge. For scenarios where the
number of input documents is large, it is time-consuming to get humans write summaries. To

solve the data scarcity issue, we could resort to synthetic datasets. For professional domains,
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we could get LLMs to curate data themselves and then iteratively select high-quality samples
for continuous training and testing based on quality heuristics. When the number of input
documents is large, they could fill up the context window of any LLMs. Although current
LLMs have extended context windows even handling up to 10 million tokens, they still have
limited performance on MDS when the number of input documents is large (Bai et al., 2024;
Yen et al., 2025). To improve the performance of long-context models on MDS over large
numbers of documents, we could run an retrieval-augmented approach to synthesize datasets.
We could first retrieve critical information from individual documents, e.g., paragraphs, and
then generate a summary using LLMs taking the small number of retrieved paragraphs as
input. We can use the original document clusters as input and the generated summaries as

output to train or test long-context capabilities of LLMs.
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