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Language models may be harmful when used 

in journalism, use our evaluation framework 

and benchmark to systematically test them

The Evaluation Framework

Evaluation Protocol Design and Validation

Benchmark Dataset Construction by Human Experts 

Systematic Evaluations of Eleven LLMs

Reference-Free and Human 

Evaluation

MCQs: ACC

SAQs: reference-free evaluation with GPT-4 prompting

Validation with human annotation:

200 samples for JWP, 600 samples for SA

• IAA: JWP=0.919, SA=0.854

• Correlations of GPT-4:

     JWP: 0.719 (Spearman), SA: 0.627 (Spearman)

Test samples: 
1,267 (24 news domains in Chinese)

Two question formats: 
Multiple Choice Questions (MCQs), and Short Answer 

Questions (SAQs)

Five editorial tasks:
Headline Generation (HEAD), Summarization 

(SUMM), Continuation of Writing (CONT), Expansion 

of Writing (EXPA), Style Refinement (REFI)

Solid human annotation: 
• Iterative annotation process

• One senior journalist + ten graduate students

Finding-1: GPT-4 and ERNIE Bot are identified as 

leading models, while still having limitations in 

adhering to journalistic ethics

Finding-2:
Fewer params + more training tokens > more params 

+ fewer training tokens
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