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1. The Meta-review Generation Task 2. Our Solution: Domain-agnostic Aspect-aware Decomposition
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(The modules are implemented with zero-shot prompting of LLMs.)

3. How Good Are Our Generated Meta-Reviews in Diverse Domains? 4. What’s the Intermediate Output
e - Quality of Our Approach?
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Automatic: Automatic decomposition, Chunk-Wise: Chunk-wise decomposition, L. . Cy
P P Eval of Scientific Opinion Consolidation

Naive: Naive aspect-aware prompting, Aspect-Aware: Our decomposition [Llama3.1-708B]

5. Which Module is The Most Important in Our Decomposition? 6. Do Humans Prefer Our Generated Meta-reviews?
Scientific Business Product 100% 100% 100% 100%

80%
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OC+MS
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AIT+OC+MS HIRO (Hosking et Human reference Automatic Chunk-wise Naive

al., 2024)
(Al: Aspect Identification, OC: Opinion Consolidation, Compared to other approaches, humans mostly prefer our
MS: Meta-review Synthesis, Al™: text fragments selected by humans.) generated meta-reviews for hotel reviews (SPACE).
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