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q Lengthy input composed of multiple documents

q Complex reasoning of information consolidation

q Multi-channel nature of text summarization
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Lacking Understanding of Underlying Processes
q Existing models are mostly black boxes

v Uncertain if models truly posses the ability of multi-document information 
consolidation

q Evaluation metrics only focus on textual quality without considering the 
underlying reasoning process
v Popular metrics

§ ROUGE (Lin et al. 2001), BERTScore (Zhang et al. 2021), UniEval (Zhong et al. 2022), 
SummaC (Laban et al. 2021)

v Quality aspects
§ Relevance, Coherence, Fluency, Consistency
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Scientific Meta-Review Generation
q Complex sentiment consolidation process

q Sentiment is the most important information channel
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Human Consolidation of Scientific Sentiments
q Meta-reviewers should follow a sentiment aggregation logic

v Six review facets that meta-reviewers and reviewers focus on
v A three-layer sentiment consolidation framework 
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Sentiment Identification and Extraction
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Sentiment Identification and Extraction
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GPT-4 Judgement Identification and Extraction
q Human annotation

v Two PhD students on 30 samples
v Each sample cost one hour for each 

annotator

q Human inter-annotator agreement

q GPT-4 agreement with humans
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Sentiment Aggregation
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GPT-4 for Sentiment Aggregation
q Human meta-reviewers are not 

always following majority voting
v Meta-review level: 23.7% not 

majority voting
v Sentiment level, an example

q Predict meta-review sentiments 
with GPT-4
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Predicting with human-annotated judgements vs full texts 



Sentiment-Aware Evaluation
q FacetEval

v Similarity between the sentiment 
distributions in the human-written 
and model-generated meta-reviews

v Reference-based

q FusionEval: 
v Sentiment fusion correctness for 

individual facets
v Reference-free
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Evaluating steps
• Extracting judgements from a generated 

meta-review
§ For each judgement, there are 

Content Expression, E and Sentiment 
Level, L

• Zero-shot Predicting sentiment level L’ 
based on source judgements

• Accuracy between L and L’ is the score



Enhancing LLMs with Explicit Consolidation
q Enhancing LLMs with integrating 

the sentiment aggregation logic
q Based on our framework and 

experiments, Prompt-Ours can 
follow

q Compared with other prompting 
methods
v Prompt-LLM: The prompt is 

generated by a powerful LLM
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• Step 1: Extracting content and sentiment 
expressions of judgements in all source documents;

• Step 2: Predicting Criteria Facets, Sentiment 
Levels, and Convincingness Levels;

• Step 3: Reorganize extracted judgements in 
different clusters for different criteria facets;

• Step 4: Generate a small summary for judgements 
on the same criteria facet with sentiment 
comparison and aggregation;

• Step 5: Generate the final meta-review based on 
summaries for different criteria facets.



Reference-Free Human Evaluation

13



Case Study on Generated Meta-Reviews
q Model-generated 

meta-reviews are 
longer than human-
written ones
v There are 

unnecessary details, 
e.g., “CIFAR-10”

q Generations with our 
prompts prefer to 
cover more balanced 
sentiments and 
compare them
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https://oaimli.github.io
miao4@student.unimelb.edu.au
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