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q Abstractive multi-document
summarization (MDS)
o Input: topically related documents
o Output: a summary

q Summarizing multiple documents in
an abstractive fashion

q A wide range of applications, e.g.,
o Creating news digests (Fabbri et al. 

2019)
o Summarizing product reviews

(Gerani et al. 2014) 2

Task definition and background

Topically related
documents

…

Summary



q PLM-based MDS
o General-purpose PLMs, e.g., BART,

Longformer, and T5
o Tailored-purpose PLMs, e.g.,

§ PEGASUS (Zhang et al. 2020a)
§ PRIMERA (Xiao et al. 2022)

q Drawbacks
o Limited to learn cross-document
relationships because of the flat
concatenation of source documents

q Graph-based MDS
o Only a handful of this type of models

for abstractive MDS
o Graphs of paragraphs (Li et al.

2020)
o Hierarchical graphs based on the

document structure (Jin et al. 2020)
q Drawbacks

o Only leverage homogeneous
graphs

o without considering different edge
types of graphs

o while the cluster of documents
should be heterogeneous 3

Related work and challenges



q Using a heterogeneous graph to
represent each cluster of source
documents

q Borrowing ideas from hierarchical
graph pooling
o Node dropping to generate a small-

sized graph
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Our solution of HGSum

*Figure from SAGPool (Lee et al. 2019)

w: word; s: sentence; d: document
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Incorporating heterogeneous GNN into seq2seq



q Graph encoder, Multi-channel GAT
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Incorporating heterogeneous GNN into seq2seq

q Text encoder



q Graph compressor

q Text decoder
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Incorporating heterogeneous GNN into seq2seq



q Multi-task training
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Incorporating heterogeneous GNN into seq2seq
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Experiments: main results

ü HGSum outperforms most of benchmark systems
ü PLM-based models seems consistently better than

previous graph-based models
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Experiments: ablation study
ü Removing different components

result in a performance drop over all 
metrics

ü Dropping the multi-task objective 
leads to the largest degradation in 
model performance

ü Our model can be initialized by any
pre-trained Transformers



q Abstractive multi-document
summarization

q Aim to incorporate cross-document
relationships into seq2seq
o Construct heterogeneous graphs to

represent cross-document
relationships

o Propose the idea of compressed
heterogeneous graphs to
incorporate GNN into Transformer
architecture

q Experiments show HGSum
outperforms other strong baselines
on three datasets

q Limitations
o Use more better evaluation metrics

like BERTScore and BARTScore to
evaluate the model

o Quantitatively evaluate whether the
proposed model handles various
cross-document relationships like
contradicts

11

Takeaways

*For details, please refer to our paper



https://oaimli.github.io
miao4@student.unimelb.edu.au
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