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Background

Ø Abstractive multi-document summarization (MDS)
§ Input: topically related documents
§ Output: a concise and informative summary

Ø Summarizing multiple documents in an abstractive
fashion

Graph-based MDS

Related work and challenges

Main results

Our solution of HGSum

Experiments

PLM-based MDS

Ø General-purpose PLMs, e.g.,
§ BART, Longformer, and T5

Ø Tailored-purpose PLMs, e.g.,
§ PEGASUS (Zhang et al. 2020a)
§ PRIMERA (Xiao et al. 2022)

Ø Drawbacks
§ Limited to learn cross-document relationships

because of the flat concatenation of source
documents

Ablation study

The architecture of HGSumThe constructed heterogeneous graph

Ø Only a handful models, e.g.,
§ Graphs of paragraphs (Li et al. 2020)
§ Hierarchical graphs based on the document

structure (Jin et al. 2020)
Ø Drawbacks

§ Only leverage homogeneous graphs
§ without considering edge types of graphs
§ while the cluster of documents should be

heterogeneous
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ü HGSUM outperforms most of the benchmark systems, demonstrating the
effectiveness of incorporating a compressed heterogeneous graph for text
summarization


