Compressed Heterogeneous Graph for Abstractive Multi-document Summarization
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Ve ~ Figure 1: The structure of the heterogeneous graph given : of ground-truth graph :
PLM-based MDS three documents in a document cluster: The orange triangles
denote document nodes d, the blue quadrates denote sen- : ) ) o ) X
> General-purpose PLMs, e.g tence nodes s, the green circles denote word nodes w, and Figure 2: The HGSUM architecture: There are four main components: 1 text encoder (1mtlal_1sed using PRIMERA weights);
y .54 the line (or curve) segments between nodes denote edges. A (2) graph encoder; (3) graph compressor; and (4) text decoder (initialised using PRIMERA weights).
= BART, Longformer, and T5 detailed description of the graph is in the Preliminaries. 1 T
> Tailored-purpose PLMs, e.g., L=BLcce+(1—B)Lys Lo = —7 > wilogt;  Lgs = —sim(avg(Qy), ave(Q%))
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Model MULTI-NEWS WCEP-100 ARXIV Model R-1 R-2 R-L BScore
R1 R2 RL RI R2 RL RI R2 RL HGSUM 5064 21.69 4590 8738
Graph-based MDS PEGAEES ggg }g;g ggg ﬁgg %gi gigg jgg(l) iggg i?gz w/o MGAT 48.87 20.32 4321 87.08
> Onlv a handful model PRIMERA 4940 2051 4535 4311 2185 3589 4724 2024 4261 "7 o g“ip.h N e ig'(l)g ig'gg ft‘(z)}t gg'gg
nly a handiul models, e.g., MGSum 4563 1671 4092 3888 1422 2337 4058 1122  29.93 W/o muifi-task training 43, . . .
L] Graphs of paragraphs (|_| et al. 2020) GraphSum 4571  17.12 4199 3956 1438 2941 4298 1655 37.01 )
* Hierarchical graphs based on the document HGSUM (our model) 50.64 21.69 4590 44.21 21.81 36.21 4932 2130 44.50 Table 5: Results of ablation study on MULTI-NEWS.
structure (Jin et al 2020) Performance gain  +2.51% +5.75% +1.21% +2.55% -0.18% +0.89% +4.40% +5.24% +4.44%
> Drawbacks Table 3: Model performance on summarizing MULTI-NEWS, WCEP-100, and ARX1V in terms of F1 of ROUGE scores. The Initialized by R-1 R-2 R-LL BScore
best performance results are in boldface, while the second best is underlined.
= Only leverage homogeneous graphs random weights 18.99 27.86 16.88  79.32
= without considering edge types of graphs . LED 4836 19.99 4425 8673
« while the cluster gof goczzlents gshzuld be v' HGSUM outperforms most of the benchmark systems, demonstrating the PRIMERA 50.64 21.69 4590 87.38
effectiveness of incorporating a compressed heterogeneous graph for text
heterogeneous summarization Table 6: Summarization results of HGSUM with different
initialization on MULTI-NEWS.
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